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Estimating the political orientation of citizens has alvays been a crucial task in communication as well as
political science studies. In this study, advanced network analysis tools are developed to tackle this task.
Specifically, using network embedding algorithms, friendship networks are embedded into lower-
dimensional Euclidean space while preserving specific topological features of social networks. The
resulting embedded vectors are then used to estimate political orientation of Twitter users. It is also shown
that these numerical representations can be used to estimate other user traits. The developed tools are
applied to a benchmark dataset as well as a dataset developed by the authors. Our model decreased the
mean absolute error of the state-of-the-art predictions on the benchmark income dataset by 15%. The
developed tools have multiple use cases, for example, studying echo chambers and political communication
on OSNs and in marketing campaigns to estimate user’s preferences.
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INTRODUCTION

The large-scale data produced on Online Social Networks (OSNs) combined with proper computational
tools gives computational social scientists the opportunity to study different social phenomena on both
individual and group levels (Lazer, Brewer, Christakis, Fowler, & King, 2009; King, 2014). Many studies
have tried to estimate users’ traits including political orientation (Shahrezaye, Papakyriakopoulos, Serrano,
& Hegelich, 2019a; Barbera, 2015), geolocation, age (Schwartz et al., 2013) and gender (Burger,
Henderson, Kim, Zarrella, 2011), personal characteristics (Kosinski, Stillwell, & Graepel, 2013), income
(Preotiuc-Pietro, Volkova, Lampos, Bachrach, & Aletras, 2015; Preotiuc-Pietro, Lampos, & Aletras, 2015;
Hasanuzzaman, Kamila, Kaur, Saha, & Ekbal, 2017; Aletras & Chamberlain, 2018), and socioeconomic
class by using the data produced on OSNs. This data might include a range of inputs from meta and textual
data, friendship networks, and uploaded pictures and videos.

Journal of Applied Business and Economics Vol. 22(14) 2020 53



On the other side, studies have shown that the algorithms implemented by OSNs to facilitate
communication among online users lead to formation of echo chambers and exacerbation of political
polarization (Bakshy, Messing, & Adamic, 2015; Rau & Stier, 2019; Pariser, 2011; Nguyen, Hui, Harper,
Terveen, & Konstan, 2014, Bozdag & van den Hoven, 2015). Echo chambers occur when users on OSNs
are mostly exposed to opinions that conform to their own worldview (Warner, 2010). Political polarization
increases when political discussions on social media platforms increase the distance between the users’
political orientations (Sunstein, 2007). There are contradictory efforts to quantitatively prove or disprove
the existence of echo chambers and political polarization on OSNs like Twitter and Facebook (Bakshy et
al., 2015; Rau & Stier, 2019; Bright, 2017; Barbera, Jost, Nagler, Tucker, & Bonneau, 2015). To study
these two effects, one must be able to accurately estimate political orientation of online users.

Friendship networks combined with meta and textual data can help in estimating users’ features and
traits. Friendship networks contain latent users’ features that are formed due to the homophily phenomenon.
Homophily refers to the fact that individuals are, on average, socially closer to people with similar opinions
than to those with opposing opinions (Lazarsfeld, Merton, et al., 1954). Echo chambers and political
polarization unfold on OSNs because of the homophily effect (Sunstein, 2007; Bright, 2018).

In this paper, we focus on the friendship networks in order to estimate political orientation of online
users. There are three reasons why we chose friendship networks as the only input to our algorithm. (1)
About one third of all OSN users are mostly inactive and they do not have any textual posts on these
platforms (Liu, Kliman-Silver, & Mislove, 2014). Therefore, if we used textual data as an input, these users
would have to be excluded from the analysis. (2) Because of privacy concerns, OSNs offer limited amount
of data to researchers, thus it is reasonable to develop computational tools that do not require huge amounts
of data (Perrin, 2018; Isaak & Hanna, 2018). (3) The newly developed network embedding algorithms
empower the researchers to efficiently analyze large scale networks.

The embedding algorithm we developed exhausts the topological information of friendship networks
and homophily effect while remaining computationally efficient. The following are the contributions of this
article:

e To the best of our knowledge, we developed the first network embedding algorithm applicable
on friendship networks with the aim of predicting political orientation of online users.

o The suggested algorithm leverages the specific features of social networks to identify political
orientation of users even if they do not show any political activity on the platform.

e  We applied the method on a benchmark income dataset from Twitter as well as on a large pool
of Twitter users active within German politics and improved the state-of-the-art prediction error
by 15%.

e The tools developed can be applied to an extensive range of OSN platforms like Twitter,
Facebook, and Instagram. In addition, these tools can be used to estimate other users’ traits for
marketing campaigns.

RELATED WORK

Estimating Political Orientation of Users, Echo Chambers, and Political Polarization

With the introduction of blogs and OSNSs, researchers extended the concept political polarization to the
digital world (Hill & Hughes, 1998; Adamic & Glance, 2005; Dahlberg, 2007; Papacharissi, 2002). Barbera
etal. (2015) analyzed 3.8 million Twitter users and 150 million tweets and found evidence of echo chambers
on Twitter. Bright (2017) in a large study of 90 political parties in 23 different countries showed the
existence of echo chambers on Twitter. He further discovered that more extremist parties are more prone
to form echo chambers.

While some studies blame the algorithms implemented by OSNs for exacerbating the echo chambers
and political polarization among online users (Pariser, 2011; Nguyen et al., 2014; Bozdag & van den Hoven,
2015), there are contradicting studies showing that these two effects do not exist on OSNs or if they exist
then they do not get stronger due to the algorithms (Bakshy et al., 2015; Rau & Stier, 2019; Dubois &
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Blank, 2018). DiMaggio et al. (1996) is among the first to introduce quantitative tools to measure political
orientation among groups of people. They defined political polarization as the distance between the political
orientations of different people. Therefore, to better study and monitor political polarization on OSNs, it is
necessary to efficiently estimate the political orientation of online users. Barbera (2015) employed Bayesian
ideal point estimation. Under the assumption that social networks are homophilic, he estimated users’
political orientation based on which political actors they followed. The underlying method requires the
users to follow a list of politicians, otherwise, the method fails to estimate the political orientation. On the
other, Shahrezaye et al. (2019a) applied metric learning algorithms combined with label propagation
methods on friendship networks to estimate the political orientation of online users. The advantage of their
method is that it can be applied on the majority of online users even if they do not follow any political
actors or have not posted any textual data. Shahrezaye et al. (2019b) introduced a projection method for
bipartite endorsement networks combined with information theory tools in order to capture the dynamics
of political polarization between difterent political parties on Facebook.

Network Embedding

OSNSs offer multiple communication channels to their users. Communication on these platforms leads
to creation of social networks in the form of nodes and links between users. Due to the homophily
phenomenon and cognitive biases of human behavior, social networks exhibit two distinctive features when
compared to other complex biological and technical networks: (1) assortative mixing and (2) local
clustering (Newman, 2002). While the former property refers to the positive degree correlation between
neighboring nodes, the latter property indicates that social networks consist of many smaller subclusters.
These two features make the study of social networks more complex than that of other networks. Any effort
to analyze these networks must take these features into consideration.

A phenomenal recent development in the study of networks is the advances in network embedding
algorithms. The basic idea is that understanding and analyzing networks in their initial form is a complex
task. Therefore, it is useful to transform the network being studied into a low-dimensional Euclidean
representation in such a way that preserves initial network features. In other words, the main goal of network
embedding algorithms is to find a vector representation of nodes in continuous Euclidean space such that
the topology of the network can be recovered from it. Resulting vector representations can then be employed
for many high-level tasks including: (1) link prediction (Al Hasan & Zaki, 2011), (2) clustering, and (3)
node classification (Neville & Jensen, 2000).

Network embedding algorithms can be categorized into three main classes: (a) factorization-based, (b)
random walk based, and (c) deep learning-based (Goyal & Ferrara, 2018). The tool we developed in this
study is an instance of random walk-based algorithms. This class of network embedding algorithms is based
on DeepWalk algorithm introduced by Perozzi et al. (2014), in which the authors applied multiple random
walks of fixed length on each node of the network and applied the famous word2vec model (Mikolov,
Sutskever, Chen, Corrado, & Dean, 2013) on them. Grover and Leskovec (2016) introduced the node2vec
algorithm as their modification to DeepWalk. This algorithm replaced normal random walks with biased
random walks in order to produce a richer sequence. Many other modifications to DeepWalk are
implemented with the aim of gaining higher performances based on the network structure and features
(Perozzi, Kulkarni, & Skiena, 2016; Yang, Tang, & Cohen, 2015; Li, Zhu, & Zhang, 2016; Yang, Cohen,
& Salakhutdinov, 2016; Ahmed et al., 2018).

Aletras and Chamberlain (2018) applied the DeepWalk model on Twitter friendship networks to
estimate the socioeconomic attributes of Twitter users. Their embedded representation of users
outperformed conventional predictive models. However, that model has multiple shortcomings: (1) It has
applied random walks that are tied to the users’ IDs. This makes the model not generalizable to new users
unless the new users are connected to the same users that have been used in the training process. (2) Users
on OSNs might follow certain politicians only to have access to news and not because they really support
them. Therefore, “there is no guarantee that similar nodes are surrounded by similar context obtained using
random walks on graphs [...]. Proximity does not guarantee similarity.” (Ahmed et al., 2018) (3) When
applied to social networks, DeepWalk leads to rigid embeddings that are not transferable across networks.
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This is because “unlike words in languages that are universal with semantics and meaning independent of
the corpus of documents, vertex ids obtained by random walks on graphs are not universal and are only
meaningful within a particular graph”. (Ahmed et al., 2018) (4) DeepWalk is not computationally scalable
to real-life online social networks with millions of nodes.

METHODOLOGY

The main idea behind our algorithm is applying the random walks on node types but not on the node
IDs. One can define the type function in multiple ways. To minimize the use of meta data due to privacy
concerns and to emphasize the importance of the friendship network’s topology, we define node degrees as
the type function. Two main benefits of this choice are: (1) While using random walks to generate sequence
of neighboring nodes captures the subclusters of social networks, (2) defining node degrees as the type
function, captures the assortative mixing feature of social networks.

To define our embedding, we employ Role2Vec model introduced in Nesreen et al. (2018). The
friendship network G = (V, E), where V is the set of nodes (users) and E SV X V is the set of edges
(friendship statuses) is given. If two users (vi, vj) € E are friends, then (vi, vj) € E. Foreachnode v; € V
let ['(v;) be the set of direct neighbors of v;, and thus |['(v;)] is the degree of node v;. We further define the
type of each node as its degree, @ (v;) = |['(v;)|. The set of possible node degrees is given as

{Iy,.... T}

with M « |V].
The standard DeepWalk framework has four main elements (Perozzi et al., 2014): (1) y random walks
of length t on each node of the graph G. A sample random walk would be

Vo, V.00, Vi

where v; represents the ID of a node. (2) A context function based on the corpus of the random walks
defines a set of context nodes, c;, for each node v; € V. (3) The conditional probability distribution of
observing the context nodes in a window of length w given each node in the random walks based on the
Skipgram model of word2vec (Mikolov et al., 2013):

Vv € Vixg [xj~ P
i i i :
(4) The embedding o; € R® and context vectors 3; as the parameters that are defined for each v; € V

Assuming the context nodes are conditionally independent, the goal of the DeepWalk is to model
P[x¢ |xi] = [lje ¢; P[xj [xi | with

_ exp{a;-Bj}
IP[Xj |Xi] - Yvgevexp{ai B} v

where - represents the inner product operator. The objective function of the DeepWalk is then defined as

L(a,B) = LN logP[x, |x; ] )

Finally, this optimization problem is efficiently solved using the Noise Contrastive Estimation (NCE)
algorithm (Mikolov et al., 2013).

The resulting embedding vectors mostly capture the proximity between neighboring nodes. In other
words, the nodes that are close to each other in the initial network would possess close vectors in the
Euclidean space (Goyal & Ferrara, 2018). To further expand the DeepWalk model, more precisely, to
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exhaust the topological features of the network and to take the magnitude of node activity into
consideration, we use the framework of Nesreen et al. (2018) and suggest replacing the node IDs in the
random walks from

Vo Vi, eees Vi

to the random walks of the degrees as type function or

['(vy),[(vq),...,T(vy)

This leads to an embedding model that maps nodes to Euclidean vectors based on the degree
distribution of their neighbors (capturing assortative mixing) and their position in the network (capturing
subclusters). This model, relates each node degree to the degrees of the corresponding context nodes:

P[[(x,) [Tx)] = [jee; P[T(x)IT )] 3)

This modification leads to embedding vectors that preserve more information about the network
structure. This embedding method is less complex than DeepWalk but still follows Markov chain random
walks (Nesreen et al., 2018). One can also introduce multiple attributes alongside the node degrees in order
to increase the quality of the embedding vectors.

DATA & RESULTS

Income Dataset

We applied the proposed model on two benchmark datasets. The first dataset maps 5,191 Twitter users
to their income level (Preotiuc-Pietro, Volkova, et al., 2015). Multiple methods have been applied to train
models to estimate the income variable (Preotiuc-Pietro, Volkova, et al., 2015; Preotiuc-Pietro, Lampos, &
Aletras, 2015; Aletras & Chamberlain, 2018; Hasanuzzaman et al., 2017). Preotiuc-Pietro et al. (2015) used
comprehensive feature engineering methods to create different features using the available meta and textual
data. Hasanuzzaman et al. (2017) used temporal analysis of tweeting behavior to estimate the income
variable. Aletras and Chamberlain (2018) developed two different models. The first model relies only on
the friendship network and the second model on the friendship network combined with the textual data.

At the time of our analysis only 5,186 of the Twitter users were still available. We downloaded the
complete list of their friends (the users they follow) and formed the friendship network. The complete
network had 4,754,888 nodes out of which 5,186 were labeled. To estimate the effect of network size and
also to improve computational efficiency, we pruned the network in three steps removing the nodes of
degree less than 100, 30 and 10 (Table 1). We set the embedding dimension to 128 and ran 50 walks of
length 80 on each node. After generating the embeddings using the networks, we applied a gradient boosting
regression with 5-fold cross-validation on the labeled data in order to measure the performance (Table 2).
One can observe that our model decreases the MAE about 15% compared to the state-of-the-art model.

TABLE 1
STATISTICS OF THE INCOME NETWORK

number of nodes number of edges | remaining labeled nodes
complete network 4,754,888 7,865,568 5,186
threshold at 10 (net10) 62,069 1,273,435 4,442
threshold at 30 (net30) 13,102 542,308 4,407
threshold at 100 (net100) | 5,221 177,859 4216
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TABLE 2

MODEL PERFORMANCE ON THE INCOME NETWORK

Preotiuc-Pietro et al. (Preotiuc-Pietro, Volkova, et al., 2015)
MAE p
9528 0.59
Hasanuzzaman et al. (Hasanuzzaman et al., 2017)
MAE P
10235 0.51
Aletras, Nikolaos and Chamberlain (Aletras & Chamberlain, 2018)
network MAE p
Friendship network 9048 0.62
Friendship network + text 9072 0.64
ours
network MAE p
netl0 7764 0.66
net30 8146 0.64
net100 9518 0.52

Political Parties’ Dataset

The second dataset we used is the one introduced in Shahrezaye et al. (2019a). This dataset contains a
list of 11,293 Twitter users who have retweeted at least three tweets from members of one of the German
political parties and no retweets from the members of other parties. We downloaded complete friendship
network of these users using Twitter API. Then we followed the same procedure as we did for income data
and pruned the networks. We split the data to test and train data and reported out-of-the-bag prediction
accuracies (Table 3). Specifically, we trained a 5-fold Radial-Basis SVM model on the training data and
measured the performances on the test split. The performance of the test data prediction using the three
pruned networks are presented in Table 4.

TABLE 3
STATISTICS OF THE POLITICAL PARTIES' NETWORK
Number of Number of Number of Number of test
nodes edges training data data

threshold at 10 (net10) | 103,097 4374278 7,638 849

threshold at 30 (net30) | 37,604 3,331,524 7,396 822

threshold at 100 (net100) | 14,577 2.184.323 6,421 714
TABLE 4

MODEL'S PERFORMANCE ON THE POLITICAL PARTIES' NETWORK

fl-score (macro average) accuracy
threshold at 10 (netl10) 0.64 0.69
threshold at 30 (net30) 0.68 0.74
threshold at 100 (net100) | 0.66 0.73

DISCUSSION

In this paper we employed a network embedding algorithm and introduced a new type function to
preserve most of the topological information in social networks. The input to the developed model is only
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the friendship network. Model’s performance on two different Twitter datasets is reported. For the income
dataset our model decreased the mean absolute error of the state-of-the-art predictions by 15%. For the
political parties' dataset, which is a 7-class classification problem, our embeddings gained the accuracy of
74% on the test data.

We argue that the reason for superior performance of the developed model is exhausting the fact that
the online social networks contain high levels of homophily: similar users tendto be connected with higher
probabilities. Binding the embedding model to node degrees but not node IDs allows the learned
embeddings to average the information over the whole network while taking the special features of social
networks into consideration. The two direct benefits of this approach are: (1) The resulting embeddings
captures the subclusters of social networks, and (2) defining node degrees as the type function, captures the
assortative mixing feature of social networks.

This study provides valuable insights for possible future research studies. Firstly, a recent big concern
is the effect of fake news, trolls, bots, and automated accounts on political discussion on OSNs (Shahrezaye,
Meckel, Steinacker, & Suter, 2020; Papakyriakopoulos, Shahrezaye, Serrano, & Hegelich, 2019). One of
the relevant challenges is to classify users to humans/bots or credible/not credible. These questions can be
accurately answered using the newly developed method. Secondly, the performance of the model is
accomplished using minimal input data and without using any meta or textual data. This raises the question
how to address the data-privacy concerns on OSNs. In other words, are the users safe from microtargeting
efforts given the current policies or maybe we need new regulations to protect the online users
(Papakyriakopoulos, Hegelich, Shahrezaye, & Serrano, 2018).
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