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Sentiments and opinions trends analysis and study are two important disciplines of Big Data exploitation.
In our case related to Business Intelligence (Bl), they make it possible to detect and extract relevant
information from raw unstructured textual data, which we call: Textual Business Intelligence (TBI). It is in
this context that we propose a new approach allowing to build trust and confidence in machine learning
data and therefore in models: based on an integration and a convergence of artificial intelligence and
Blockchain. This first part of the article will be dedicated to the motivation and the state of the art.
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INTRODUCTION

The current project is part of the natural evolution of the researches carried out in our main research
domain in its general strategy on Business Intelligence (BI), and in its orientation relative to the exploitation
of Big Data. In this context, data comes mainly from users/customers sentiments and opinions, expressed
via social medias, forums, blogs, sales sites, etc., on all kinds of subjects such as events, products, attitudes,
etc., to express their feelings and experiences.

Analysing sentiments and experiences of users is a major problematic for companies. Several studies
and statistics confirm that more than 80% of Internet users consult the comments and opinions of former
users before making their own purchases. Recommendations influence our opinions on products, services,
etc. and therefore influence our purchases. Companies consequently have a great interest in understanding
their customers feedback and comments. They must invest massively in intelligent systems allowing
automatic sentiments analysis and opinions mining, in order to be helped to adapt to users’ requirements
and improve their profits; in the new open world of business and economic intelligence which is the web.
Despite advances in this area, several recent studies show that only 29% of companies use data in their
decision. This is due to several problems, mainly related to the nature of the existing solutions which are
not yet mature enough, and to their costs, which are still too expensive to implement.

The phenomena of business data analysis in the context of "Big Data", for intelligence purposes,
concerned mainly the static aspects of textual data models.

However, due to their nature in this context, data as well as their characteristics are "naturally" dynamic
and therefore their handling is necessary. The analysis of dynamic aspects of data such as the study &

Journal of Applied Business and Economics Vol. 22(9) 2020 109



extraction of indicators and the analysis & prediction of their behaviour over time, has become a major
issue encouraging the emergence of new research projects, moreover difficult and complex. This
complexity can be amplified if data additionally includes specific information such as anomalies, fake
information, etc. In fact, the latter, which can alter the judgment and the perception that we can have on the
real facts, must be considered in the treatment processes. Detecting and managing these elements is an
important task for the dynamic data analysis and for the impact on the associated target indicators trends.

It is in this context that we carried out the current research project, on the dynamic data analysis,
entitled:

“Designing a new approach to build trust and confidence in machine learning data and
models: based on an integration and the convergence of artificial intelligence and
Blockchain”

In this project, we are interested in the issues of detecting anomalies & false information and their
causes in the dynamic sentiments influencing the trends prediction in associated time series/sequences, by
proposing a solution, which can limit them, based on a security, certification, etc. data system, via
Blockchain.

The main objectives of the project can be recalled as follows:

— Minimize the role and the intervention of a human user, in the context of big data; where
processing by a human being is almost impossible to perform (large amount of data). The
system should be able to "extrapolate" by exploiting a minimum of annotated & classified (pre-
treated) data and learn by it itself the latent science contained in the text, in order to extract all
the useful information for decision-making.

— Design and develop approaches considering the dynamic aspects of data.

— Design and develop approaches to detect anomalies and fake information in data.

— Model the prediction of targeted indicators behaviour considering anomalies and fake
information.

— Study a solution that can prevent fake information, build confidence and trust in data and make
reliable analysis and predictions.

STATE OF THE ART

In the following, we will present a state of the art of existing knowledge on dynamic data behaviour
analysis for sentiments analysis in the context of Big Data. We will describe the state of work there,
according to the following:

— Approaches of dynamic sentiments and opinions analysis and prediction,
— Anomalies and fake information detection in considered data,
— Domains of use of Blockchain technology.

These elements will allow us, thereafter, to note that these three types of technologies evolve
independently, on the one hand, on the other hand, to highlight the gaps in the current state of existing
knowledge, on:

— Integration of fake information in the data analysis process,
— Building certified and trusted data,
— Predictions reliability.

Dynamic Sentiments Analysis and Prediction

Dynamic sentiments analysis consists in observing in time, polarities trends relating to subjective
elements (words and sentences which express opinions, sentiments, emotions ...) to decide on the
orientation of a document (Turney, 2002).
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Several works have been devoted to the analysis and prediction of dynamic sentiments. They consider
a sentiment as a tendency to feel an emotion in relation to an object or in relation to a person. It also concerns
people's opinions, their assessments and their feelings towards entities, events, etc. Most of the works
dealing with dynamic aspects of sentiments in the context of Big Data, deal with sentiments expressed in
writing through comments on products, websites, blogs, discussion forums, etc. The exchanges being
naturally dynamic, constitute a favourable context influencing and modifying the messages and the
sentiments conveyed. Therefore, a sentiment, an opinion, etc. cannot be static, they are dynamic and evolve
over time, depending on the evolution of their context (opinions of others, exchanges, etc.).

In terms of approaches and implementations, several studies have been conducted in this area; we can
cite for example. The analysis of these works allowed us to deduce two classes of approaches depending
on the nature of the elements on which the prediction relates:

— Approaches based on the prediction of temporal sequences: in this case the prediction is made
directly from the contents or from their final polarities of past times. The polarities can be
calculated at the level of words, sentences, paragraphs, texts, etc.

— Approaches based on the prediction of time series: the prediction is made from the numerical
values calculated and extracted from the analysed contents.

In both cases, and if we refer to the complete definition of the sentiments analysis (Liu and Zang 2012),
relating to the automatic identification of 4 components of a sentiment, namely, the entity to which relates
the sentiment, the aspect (property) on which the judgment relates, the owner or the emitter of the sentiment
and finally the sentiment itself, the studied approaches are incomplete. Indeed, they are only interested in
the detection and/or prediction of the sentiments and their polarities alone, neglecting other characteristics,
namely: the automatic detection of the entity to which the sentiment relates, the identification of the author
and the characterization of the evaluated aspect.

In addition, in terms of considering the data quality on which the analysis and prediction relate, we
have found that:

— Not all the studied approaches deal with the nature and the quality of data. No questions about
the origin of data, or its integrity (if data has not been modified, falsified, etc.).

— In the case where we have fake information, no solutions can take it into account in their
prediction process. Fake information is not considered to correct predictions.

Detection and Integration of Fake Information

Much of the sentiments analysis is based on text mining. It can target the study and detection of
sentiments, opinions, emotions and subjectivities in text (Pang et al. 2004); in relation to a specific area
such as: advertising, marketing, production, business, politics, psychology, etc.

It is obvious to note that these fields are very sensitive to the tendencies of comments and exchanges
between users which can considerably influence the sentiments and opinions conveyed in the said contents.

Detecting fake information has become a major area of research. Several works have been devoted to
the treatment of fake information, mainly in social medias. In these studies, it is shown that considering
fake information can cause changes in messages behaviours. It is a simple way that people and organizations
propaganda use to redirect trends in messages, events, etc. as evidenced by various campaigns damaging
reputation, elections, ...

In terms of processing, most approaches exploit statistical and classification methods to study, analyse
and detect fake information; but none of them makes it possible either to prevent them or to study their
impact on the evolution of dynamic aspects of the processed data, in this case on the sentiments trends.

Domains of Use of Blockchain

The studies carried out in for example, show that Blockchain is a new emerging technology of network
storage and transfer protocols, transparent and secure, based on peer-to-peer networks without a central
control. The computer model of Blockchain consists of sequences of ordered transactions grouped by
blocks. Transactions are created and issued by one or more network identities:
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—  Secured

—  Encrypted,

— Consistent according to specific constraints (Smart Contracts)
— Controlled by consensus of network elements

— Recorded on some sort of shared registry

— Hardly modifiable and alterable.
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Current studies and implementations of Blockchain technology mainly concern implementations of
cryptocurrencies, including Bitcoin and Ethereum. We even tend to believe that this technology can only
be used for virtual currencies.

Other solutions go as far as implementing the concept of "Smart Contracts" which allow executing
transactions implementing contracts between the different actors of Blockchain, via remuneration systems
with tokens and/or virtual currencies.

These first implementations of this new technology were made in limited areas; while its major interest
lies in its potential applications in several other domains and for many other needs; is that we will show in
the current article.

Sentiments Analysis and Prediction in a Multilingual Context
The study of the several existing solutions in the domain of sentiments analysis and prediction, allowed
us to conclude that:

— The sentiments analysis in a multilingual context is an unavoidable problem in that domain.

— The popularity of Internet use worldwide, generates a lot of content in social medias, blogs,
forums, etc. in most world written languages, having no resources & tools, no processed data,
no corpus... allowing their automatic processing; makes this task difficult.

— Most of studied approaches only consider one language at a time, in this case English, in their
analysis process. This is evidenced by the large number of resources and all tools available for
English; but not numerous enough or non-existent for other languages.

Conclusion

Sentiment analysis is an emerging and very important discipline of "textual BI" and the use of big data.
Although there are several proposals and approaches in the literature, there are few that deal with dynamic
aspects and changes in data. In addition, the latter do not consider all the requirements of dynamic
sentiments trends.

More concretely, from the present state of the art, we can deduce that the studied approaches:
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— Do not exhaustively model the concepts of context notion of dynamic data (dynamic context).
— Do not implement these concepts in processing, especially in machine learning systems.

— Do not allow to detect anomalies and fake information in data.

— Do not prevent fake information.

— Do not consider fake information to predict the behaviour of targeted indicators.

— Do not consider the notion of dynamic data quality: certification, trust, security, etc.

MOTIVATION

The analysis and study of dynamic sentiments are two important disciplines of the exploitation of big
data. They make it possible to obtain information from raw textual data: Business Intelligence (BI) from
textual data, we call: Textual Business Intelligence. Although there are several proposals and approaches
in the literature, but there is no solution that can consider all aspects of sentiments analysis and especially
their dynamic aspects: aspects difficult to model, to capture and to treat. In addition, if we consider the data
quality (certification, trust, security, etc.), these analysis and prediction tasks become even more complex,
incomplete and difficult to implement.

These numerous limitations are due to several problems, which we will detail later in this section; the
main ones of which express and constitute the motivation of this work.

Scientific & Technological Problems Related to the Characterization of Dynamic Aspects of
Sentiments

Although the dynamic aspect is obviously very important in sentiments analysis, its management
remains very limited; as evidenced by most studies and researches of the domain. Elements that can
influence the behaviour of a sentiment are difficult to capture, especially by automatic processes. For
example, following interactions, sentiments and opinions that users may have on a subject can change over
time. The question is how to model and capture this influence? That constitutes one problem of the present
work.

All the elements that can influence our sentiments, opinions... on subjects, constitute an important new
notion, we call “dynamic context”. In automatic processes, detecting the evolution of a sentiment,
conditioned by the context changes, is a very complex task; requiring a complete modelling of the dynamic
context and the dynamic aspects of sentiments, on the one hand, and on the other hand, the temporal
modelling of natural language processing phenomena and of machine learning systems.

Defining all these aspects to enrich the dynamic context and to increase the efficiency of the associated
processing systems is another challenge to be met.

Challenges Related to the Prediction’s Quality Based on Fake Information Management

Obtaining a reliable analysis and therefore a reliable prediction from data supposes that data is reliable
and not falsified. Companies and institutions regularly suffer from disinformation campaigns aimed at
damaging their image and reputation. Consequently, one aspect of analyses and predictions quality depends
on the presence or absence of fake information in the processed data. Their detection and prevention being
very importance, will be integrated and considered in our approach.

From an automatic processing point of view, the detection of fake information is based on anomaly
detection technologies which is a known discipline. Their detection depends on their representation and
their characterization properties (see below); which requires for each kind, important adaptations in
machine learning systems functions: regressions and/or classifications. The distinction between different
aspects of fake information (for example: satire, parody, propaganda, etc.) [29] and the treatments
adaptation for each aspect, constitute another major challenge.

The characteristics of fake information are normally continuous notions in their representation spaces.
Switching to discrete polarized spaces representations is a task obviously resulting in a lot of information
loss; during projections on the anomalies axes (true, false, anomaly rate, type, etc.). The loss of such
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information is another challenge in the field of sentiments prediction and its minimization (loss) constitutes
a major technological problem to be solved.

Integrating fake information into the treatments process is essential for sentiments analysis and
prediction. Obviously, this increases accuracy and improves performance. This is equivalent to inserting a
pre-processing step allowing the detection and extraction of fake information from time units (which are
blocks in our case, where the implementation is based on the Blockchain). This raises several questions
reflecting the following technological problems to be solved:

— How to consider fake information in processing?
— How to pre-treat fake information?
— How to consider the results of pre-processing in global process?

Scientific and Technological Problems Related to the Prevention of Fake Information Guaranteeing
Data Quality: Certification, Trust, Security, Etc.

This part is devoted to the scientific obstacles to be overcome to guarantee the quality of data on which
the prediction relates. This, concerns mainly, the prevention of fake information, on the one hand, and on
the other hand, security, certification and trusting data. These are unexplored disciplines which constitute
major scientific problems for the present work.

Technologically, since the solution we are proposing is based on Blockchain technology (because it
appears today to be the most suitable); its implementation in the context of sentiment analysis and prediction
has never been studied. This constitutes another technological issue and its impact constitutes another
problem for the present work.

Scientific and Technological Problems Related to the Integration of AI and Blockchain

Blockchain like artificial intelligence are recent and interesting technologies, even essential in some
cases. The different implementations of Blockchain and artificial intelligence show that there is no
integration of these technologies together. Studying solutions to demonstrate the complementarity of these
technologies constitutes a major scientific issue.

This mutual complementarity implies two potential technological implementations following two axes:

— Al implementation at Blockchain nodes for smart and optimized management via distributed
calculations.

— Blockchain exploitation to generate authentic, secure, certified, etc. data and models, thus
avoiding data manipulation, censorship, etc.; able to control and redirect opinions by
introducing and spreading fake information.

Implementing this dual integration constitutes a major technological problem to be overcome.

Problems Related to Prediction Processing in a Multilingual Context

The popularity of Internet use worldwide, generates a lot of content in social medias, blogs, forums,
etc. in most of written languages of the world, some of which do not have resources, processed data, or
corpora... allowing their automatic processing. Therefore, the semantic analysis in a multilingual context
is an unavoidable problem for sentiments prediction.

Most of studied approaches consider only one language at a time, in this case English, in their analysis
process. This is evidenced by the large number of resources and all available tools for English; but not
numerous enough or nonexistent for other languages.

To address this problem, some approaches try to translate source documents into English to take
advantage of available resources for that language. For us, this constitutes a limitation, because there is a
risk of information loss during translation, which can have a negative impact on the prediction as for the
polarity calculations.

Dealing with the multilingualism dimension in analysis and prediction process is a major problem that
we must face.
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Problems Related to Prediction Management in the Context of Big Data
As with sentiments analysis, for predicting temporal trends of sentiments, pretreated data is essential in
automatic data processing systems. They are used to model application domains such as ontologies, which
express rules systems for reasoning and annotated training datasets for machine learning systems. However,
the massive data generated in Big Data is raw, unstructured and unprocessed, therefore unusable by
conventional automatic processes. This is a major obstacle for the analysis and therefore for the prediction,
this is another important problem.
The integration of Big Data requirements into our solution is essential: it is an important element in our
approach. In this context, user sentiments behavior prediction comes up against several difficulties:
— Lack of description rules for all possible uses
— Lack of preprocessed data in several domains
— Large amounts of data
Heterogeneous nature of the data
Unstructured nature of the data

Deficiencies Related to the Exploitation of Advanced Artificial Intelligence Technologies: Memories
and Latent Science Learning

From our previous studies, we can easily deduce that most of existing technologies exploit the words
of the text without considering either their meanings or their orders (bag of words). This is evidenced by
the most used technology in this field, “Word Embeddings” or “Word2Vec” and its various
implementations (SKIP-GRAM & CBOW), which does not “code” either the meaning of words or their
order in the representation vectors. It is obvious that the loss of the order implies "automatically" the loss
of semantics: we know several sentences, where the meaning changes when we change the order of words
in the sentence. Designing technological solutions considering the meaning and the order of words and
especially the time order of blocks for prediction, bringing considerable improvements, is a first major
technological problem for this section to be overcome.

Another problem encountered from the exploitation of deep learning architectures in sentiments
analysis domain and therefore in prediction is that of fixed size of networks. A classic neural network
configured and trained keeps its parameters throughout its life cycle. This poses problems in the case of
sentences, paragraphs, texts, etc. composed of variable numbers of words. That's why, we exploited N-
GRAMS and sliding windows of fixed sizes to circumvent this problem, despite the loss of information due
to the fact that the meaning of a word is linked to the phrase and sentence containing it and not to a window
of words surrounding it. Developing technological solutions that can remedy this problem is another
technological problem to be overcome. Note that this problem also had a decisive impact in the choice of
our solution by adopting approaches based on an improved variant of recurrent neural networks,
independent of the number of words to be processed and the length of sentences and documents.

Also, by deep learning, we mean multi-layer architectures, which in some cases can be composed of
many layers. We can demonstrate mathematically that given that:

— The training of the network is done by optimizing the parameters minimizing the prediction
error, by BACKPROPAGATION OF THE ERROR.

— The backpropagation is done by GRADIENT DESCENT by modifying the coefficients
(system parameters) as a function of the error rate in the opposite direction of the greatest slope
of the gradient error.

— In the case of a recurrent network, learning is calculated by MULTIPLYING THE
COEFICIENTS of a layer by the SAME NUMBER A as many times as the rank of the layer in
the network.

So,

— If the NUMBER A is less than 1, the learnings of the first layers are multiplied by a number

close to zero which stop learning. In this case we are talking about the Vanishment of Gradient
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— If the NUMBER A is greater than 1, the learnings of the first layers are multiplied by a high
number which stop learning. In this case, we are talking about the Explosion of Gradient
We have implemented an improved Long Short-Term Memory (LSTM) architecture to remedy these
problems. But in the case of predicting time series, this architecture can also have limitations. We use the
output of the next block for learning, correcting and finishing the prediction calculated by the current block
in the past, i.e. in the period of the past time chosen for learning [t-pl, t]. Thanks to this optimized
unsupervised learning, we can improve the prediction of the chosen future period. This is what we will try
to show and test in our approach.
Addressing this is another important technological problem.

Conclusion

Given the magnitude of the problems described in this part relating to the modeling of dynamic
sentiments and their contexts, fake information and their integration, technological choices and their
implementation; only one part has been treated, the other part constitutes the perspectives of future work.

CONCLUSION & PERSPECTIVES

Sentiment analysis has become a very important discipline in the exploitation of big data. Although
there are several proposals and approaches in the literature, there is today no solution which can consider
all the requirements of life cycles of sentiments prediction as well as the associated treatments.

It is in this context that we proposed a solution improving the dynamic aspects of the following
elements:

— The disambiguation at the beginning of the process

— The context to deduce the global semantics and thereafter the subjectivity and the polarity

— The possibility of ontology integration and other knowledge bases to solve problems such as:
acronyms, text messages, expressions (expressions), etc.

— The implementation of an improved LSTM

— Support of intermediate predictions to improve overall prediction

— Learning and correcting predictions thanks to Blockchain

— Guaranteeing the data quality and predictions thanks to Blockchain

Following various tests, we can conclude: the more properties available characterizing the global
context for the instances, the more reliable the system is in its predictions. The exhaustive definition and
the extraction of the Characteristics being complex cannot be done without difficulties, several limitations
were encountered, and several were abandoned as explained previously. As a reminder, we have:

— Used and abandoned solutions based on descriptions such as ontologies; because they are
difficult to set up. In fact, we have been talking about ontologies for several years, but today
there are no complete ontologies, except in very limited fields. Therefore, we redirected our
work towards unsupervised or mixed solutions for instantiating our extended models.

— Used and abandoned technologies based on “sparse” vector representations; because they cause
combinatorial explosions in treatments. We have adopted the “word embeddings” model: new
“revolutionary” representations that can be learned from corpus and projected into “semantic”
reduced dimensions vector spaces (around 300). This technology was also abandoned in its
initial version, because the representations are ambiguous. Therefore, we have improved the
latter by training them on the meaning and not directly on words.

— Tested and abandoned several types of algorithms and classifiers, because they did not meet
our expectations. Therefore, we adopted and adapted the model of recurrent neural networks
(LSTM).

From the current state of progress of the project, it can be said that only part of the problems described
above has been treated and solved, the other part constitutes the perspectives for this work. We can recall
some of them (those which seem strategic and/or important to us):
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— Blockchain technology is very recent, we tried a very first exploitation, deepening its study in
order to integrate it more in our processes is a major strategic axis of the perspectives of this
work.

— Also, the integration of Blockchain and artificial intelligence seems promising, we have also
tried a very first integration of these two technologies of the future. Deepening this study is
also another major strategic axis of the perspectives of this work.

— Deepen the study of the characteristics: irony, humour (depending on the culture), metaphor,
expressions, etc.; as well as their integration into the process of sentiments analysis and
prediction.

—  Consider multi-domain and multi-language aspects in sentiments analysis process.

— Implement mechanisms preventing the re-identification of people according to their opinion,
comments, etc. many scandals where people have been re-identified from their comments. This
question poses an even wider problem on the re-identification of people in Big Data. This is
another more important issue of our research.

— Consider nuances of subjectivity which can be expressed through different concepts (Affect,
feeling, emotion, and opinion). The distinction between these different aspects and the
adaptation of treatments for each constitutes another axis of the perspectives of this work.

— Another perspective concerns the extension of sentiments analysis to other types of data, such
as audio and video (multimodal sentiment analysis).

— The integration of the approach in the context of Big Data and its constraints. We have
optimized part of the treatments and have dealt with the “unstructured data” and
“unavailability/lack™ aspects of the processed data, characterizing Big Data, but without
considering all its other constraints: acquisition, storage, parallel processing, etc. Taking on all
the constraints of Big Data is another perspective of our work.

— Finally, development of a unified system implementing the global "workflow". As explained
above, the testing process was done using separate modules and platforms. We therefore
envisage the development of other IT modules dedicated to specific tasks, which can be
integrated into a single standalone application implementing the entire "Workflow" data
processing.
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