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Wake-on-LAN (WoL) is a widely supported networking standard that allows computers to be turned on 
remotely. The majority of desktop hardware is WoL capable, though many organizations still do not 
employ this technology (despite its benefits in energy conservation). Limitations include specific 
configuration requirements for sending the WoL packets over multiple hops, as well as security issues 
that arise due to these settings. In this paper, we present a testbed that addresses these issues, and others. 
Our testbed utilizes standard equipment and freely available software tools, allowing network 
administrators and other interested parties to adapt the solution to their scenarios. 
 
INTRODUCTION 
 

Wake-on-LAN (WoL) is a widely supported networking standard which allows computers to be 
remotely woken up or turned on. Properly implemented, it is useful for administrative tasks (e.g. patch 
deployment or system maintenance) and for decreasing overall energy consumption. Since it allows 
administrators to turn on computers remotely, turning computers off when they are not in use has no 
adverse side effects on system administration. Being able to turn on computers remotely can be 
particularly useful for universities or businesses with large networks, where physically turning on all of 
the computers in a reasonable amount of time may not be feasible. In many cases, organizations do not 
turn off their computers at all, even though doing so could potentially cut their power usage and 
associated costs in half (e.g. if computers are rarely accessed overnight or during holidays) (Webber C et. 
al., 2006).  

Though WoL is platform independent, it requires specific hardware and software configurations in 
order to work properly. Due to early alliance initiatives, WoL is supported by the majority of desktop 
hardware and by most major operating systems (including Microsoft Windows, Mac OS X, and Linux) 
(“Wake-on-LAN Explained,” 2011). However, despite this support and the benefits WoL can bring, many 
businesses and universities still do not appear to make it an integral part of their information technology 
strategies. This may be attributed to some of WoL’s limitations, including specific configuration 
requirements for sending magic packets over multiple hops (i.e. across subnets), as well as security issues 
that arise due to certain WoL settings.  

In this paper, we outline the problems associated with WoL, and share our testbed findings and 
analysis in order to address these challenges. The testbed uses common enterprise equipment, as well as 
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freely available software tools, allowing interested parties to easily and inexpensively adapt the solution 
to their specific scenarios. 
 
WAKE-ON-LAN OVERVIEW 
 
Background 

In 1996, Intel and IBM formed the Advanced Manageability Alliance (AMA) with the goal of 
developing non-proprietary, standards-based tools, in order to simplify PC manageability (O'Malley T., 
1998). The following year, this alliance introduced WoL, which allowed computers to be turned on 
remotely via a special network message known as a magic packet (“Wake on LAN Technology,” 2006). 
In 1998, the Intel based initiative Wired for Management introduced a new specification to help reduce 
the total cost of ownership of business computers. As a part of this initiative, baseline systems were 
required to have the ability to be woken up remotely by one of three remote wakeup techniques: magic 
packet, packet filtering, or wake-on-ring. This initiative, among others, provided additional support for 
WoL, but has since been replaced by the Intelligent Platform Management Interface (IPMI) and Intel 
Active Management Technology (AMT) standards.  

On a computer that is properly configured for WoL, even if a system is completely powered down, 
the network interface card (NIC) remains powered on and waits for a special network message called a 
magic packet. Keeping the NIC on does consume some power, but this power usage is far less than 
normal operating power, and is normally within standby power guidelines. The magic packet is usually 
sent from another computer on the same network as the destination computer, and is a broadcast frame 
that contains six bytes of all 255 (ff:ff:ff:ff:ff:ff in hexadecimal) followed by sixteen repetitions of the 
destination computer’s MAC address (“Wake on LAN Technology,” 2006). This packet is sent to all 
NICs on the network using the network's limited broadcast address (i.e. 255.255.255.255), but because it 
contains the MAC address of a specific destination NIC, only the computer with that NIC will turn on. 
Magic packets can be encapsulated in an IP packet, and can thus be sent using TCP or UDP, with the 
latter being more commonly used.  

In most situations, WoL packets are transmitted via the broadcast transmission mode. For cross-
subnet transmissions, WoL packets can be transmitted in two main ways: via unicast or via subnet-
directed broadcasts. Unlike subnet-directed broadcasts, using the unicast transmission method does not 
require network routers to be reconfigured. However, packets will not be able to find the destination 
computer if that computer's IP address changes (i.e. dynamic IP addresses). In addition, depending on the 
network adapter and its configuration, the computer may not respond to WoL packets sent using unicast 
(“Choose Between Unicast,” 2012). 

 
Problems and Limitations with WoL 

Despite the support for WoL, and the benefits it can bring, there are a few limitations that must be 
acknowledged. These limitations include WoL’s system requirements, the lack of magic packet delivery 
confirmation, network security, subnet limitations, and the necessity of destination MAC addresses. In a 
typical small scale home network, these limitations are less likely to affect WoL implementation. 
However, in larger enterprise networks, where there may be hundreds or thousands of computers (often 
divided into separate subnets), these limitations can make WoL challenging to implement.  
 
System Requirements 
WoL requires correct hardware and software support to function; this is typically not an issue with 
modern computers and networks. However, we mention hardware requirements here because it is 
potentially a costly change to make if an organization’s hardware is not already WoL capable. However, 
due to early alliance initiatives, WoL is well supported, which makes this a non-issue for most 
organizations. 
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Lack of Delivery Confirmation 
In order to minimize power usage and processing time, WoL was designed to be very simple. This 

allows the NIC to process magic packets very quickly, but this also means that it does not provide 
delivery confirmation. This is typically not problematic in actual WoL usage, but may cause difficulties 
with troubleshooting. As a part of our testbed, we used the free packet sniffer Wireshark to monitor WoL 
packets on target subnets.  
 
Security Issues 

Unless network hardware is configured to only allow traffic that meets specific security requirements, 
WoL packets can be sent by anyone on the same local area network (LAN) as the destination computer(s). 
Although sending an “unauthorized” WoL packet does not in itself bypass standard security measures 
(such as system passwords and network firewalls), once a computer is on, attackers may be able to scan it 
for vulnerabilities. Simply leaving the computer turned on, however, exposes the computer to 
vulnerability scanning even more. Whether or not WoL is implemented, strong security policies must be 
put in place to protect the system. Some network interface cards support passwords, but encryption is 
generally not supported, making such measures vulnerable to sniffers.  
  
Subnet Limitations 

Another potential security issue in implementing WoL may arise when attempting to use subnet 
directed broadcasts (SDBs). Also known as IP directed broadcasts, SDBs send WoL packets to a 
computer by using the destination’s subnet broadcast address. Routers with this feature enabled will 
forward WoL packets to their destination router as a normal IP packet, and then the end router will 
broadcast it to every computer on the subnet. This is particularly useful if the networked computers 
frequently change their IP addresses, as unicast transmissions may be unable to deliver the WoL packets 
consistently.  

Since computers targeted by WoL are typically off or asleep, they may not respond to Address 
Resolution Protocol (ARP) messages from the router, and will probably not have an IP address. This 
causes problems when using the unicast transmission method. Also, if there is a switch connected 
between the destination router and destination computer, the switch may not know the port to which the 
computer is physically connected. 

If a router is configured to allow subnet directed broadcasts, some router security features are often 
disabled. These security features are intended to prevent distributed denial of service (DDoS) attacks such 
as the Smurf Attack. This type of attack can be particularly harmful in large networks, where unplanned 
network downtime could have serious consequences for users. There are two primary ways of preventing 
Smurf attacks, 1) configuring routers not to forward packets directed to broadcast addresses (this is now 
the default setting for most routers), and 2) configuring network hosts and routers to not respond to ping 
requests or broadcast messages. Though these solutions may work in some cases, when attempting to 
implement WoL neither of them is ideal. If the routers are configured not to forward subnet directed 
broadcasts, WoL messages sent from subnets other than the intended recipient's local network are 
rejected, preventing the computer from waking up.  
 
Necessity of the MAC Address 

As a part of how WoL works, the MAC address of the destination computer is required. On a local 
network, the MAC address can easily be found by using basic commands like ipconfig/ifconfig, but using 
this method to manually obtain the MAC addresses of a group of computers in a large network is quite 
tedious. MAC addresses can also be retrieved with the Windows command line tools nbtstat and getmac, 
but since MAC addresses are only used for point to point addressing, obtaining them from across subnets 
is typically not possible. However, in cases where obtaining a list of MAC addresses from a specific 
subnet is satisfactory, the getmac command can automatically create a table, list, or CSV file (“Getmac,” 
2012; “Nbtstat,” 2012). As a part of our testbed, we wanted to determine whether or not there was a 
simple way to obtain MAC addresses across subnets.  
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METHODOLOGY 
 

The following section describes our testbed methodology. 
 
Network Setup 

Our overall goal in creating this testbed was to demonstrate how WoL could be implemented easily 
and inexpensively, using existing software tools, and without the use of a local agent (software that is 
installed on all client computers). 

In order to simulate a multi-hop (cross-subnet) network, we setup our network topology with two sets 
of computers, each on their own subnet. In addition to this, the router to router connection in the middle is 
also considered to be its own subnet, making this a multi-hop network (three subnets). However, since 
network routing is done on a point to point basis, the number of routers does not matter - we can easily 
add more hops and/or subnets without it affecting the results. The network topology model was created 
using Cisco Packet Tracer (see Figure 1). Our subnet mask and IP configuration was shown in Table 1. 
  

TABLE 1 
NETWORK SETUP 

 
 Router 0 Router 1 PC0 PC1 PC2 PC3 

Interface 0 15.0.0.2/24 15.0.1.2/24 15.0.0.1/24 15.0.0.3/24 15.0.2.2/24 15.0.2.3/24 
Interface 1 15.0.1.1/24 15.0.2.1/24 N/A N/A N/A N/A 

 
 

FIGURE 1 
NETWORK TOPOLOGY 

 

 
 
 
Hardware 

For our hardware, we used Cisco routers and switches, along with Dell enterprise desktops. The 
topology is shown in Figure 1. Cisco networking hardware is popular among business and university 
networks (Howard M., 2012) though most routers in the same price range have similar features, 
regardless of brand. We used Cisco’s 1800 series routers and Catalyst 2960 switches, both running IOS 
version 12.4(1c). The desktops were Dell Optiplex 380s, with Windows XP Professional (Service Pack 3) 
as the operating system. The network interface card for all desktops was the Broadcom NetLink (TM) 
Gigabit Ethernet adapter. We also performed some initial testing with a variety of mobile devices, 
including Amazon’s Kindle Fire, Google’s Nexus One, and Apple’s iPad. WoL messages were sent from 
these devices to the desktops over a wireless network using the Linksys WRV200 wireless router. 
 
Software 

This testbed primarily used Windows based operating systems, but since WoL is platform 
independent, using other operating systems would not affect our results (though the actual WoL utilities 
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used may be different). Both Mac and Linux support WoL (“Wake-on-LAN Explained,” 2011). In large 
scale networks, installing new software on all computers can be difficult, time consuming, and expensive. 
For these reasons, we did not attempt to use any WoL utilities that required a local agent to be installed on 
client computers. Though using a local agent often provides additional management functionality, for the 
purpose of WoL, it only adds to the difficulty of successful implementation. To send the actual WoL 
packets, we used a variety of third-party software, all of which were free. The tools we used include: MC-
WOL (“Wake-on-LAN,” 2008), SoftPerfect Network Scanner (“SoftPerfect Network Scanner,” 2012), 
Wake-on-LAN (“WakeOnLan,” 2012), and WakeMeOnLAN (Sofer N., 2012). We also used Matcode’s 
utility MCGETMAC to retrieve the MAC addresses of computers on a particular subnet. We also used 
Windows Task Scheduler (“How To Schedule Tasks,” 2012) to specify the time our batch files (Windows 
script files) were executed.  

While not usually a problem in practical WoL implementation, the lack of delivery confirmation was 
an issue in our testbed, as there was no way to verify what WoL messages the client computers were 
receiving. So in order to capture this network traffic and to verify that the computers were receiving the 
magic packets, we used both Wireshark (“Wireshark,” 2012) and WoL Packet Sniffer (“Wake-on-LAN 
Packet Sniffer,” 2011). 
 
Batch Files and Scheduling 

For organizations that primarily operate during the day, turning off computers for the night could be a 
convenient way to save on energy costs. However, many organizations leave computers on overnight so 
that various administrative tasks (e.g. patch deployment) can be performed. By using Windows Task 
Scheduler and a simple batch file, we were able to automatically run certain WoL utilities at a specific 
time. We also used these features to send multiple magic packets to the same machine, in order to ensure 
that the WoL packet was received. SoftPerfect’s Network Scanner has extensive command line 
functionality, and Matcode’s command line tool MC-Wake-on-LAN also worked for this purpose. 
 
Process 

On production WoL implementations, a packet sniffer may not be required – it is only useful as a 
troubleshooting tool. Also, to determine whether or not WoL packets could be sent and received without 
subnet-directed broadcasts, we send some WoL packets using the unicast transmission method (without 
implementing subnet directed broadcasts on the routers). 
 
Steps Taken 

● Enable WoL in the BIOS of the client computers 
● Create firewall port exceptions for the WoL packets (usually UDP ports 7 and 9) 
● Enable WoL on the NIC via Device Manager ("Allow the computer to turn off this device to save 

power"; "Allow this device to wake the computer") 
● Install Wireshark and/or WoL Packet Sniffer on the computers 
● Configure routers for IP directed broadcasts (with access lists for security) 

 
FINDINGS AND ANALYSIS 
 

The following section details our findings.  
 
Software and Scheduling 

Overall, the abundance of free WoL software made finding a working solution fairly easy. However, 
though most of these programs were adequate for sending WoL packets, none had every feature we were 
looking for. SoftPerfect’s Network Scanner was by far the most robust, though it did not have a built-in 
scheduling feature (“SoftPerfect Network Scanner,” 2012). 
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Aquila WakeOnLAN successfully sent the WoL packets to the destination computer, but did not let 
us specify how the magic packets were sent (i.e. unicast, broadcast, or subnet directed broadcast). Also, 
its built-in scheduling feature did not work with Windows XP, which limited the tool’s usefulness in our 
testbed. On the other hand, Matcode’s command line tool MC-WOL allowed us to specify how the magic 
packets were sent (i.e. unicast, broadcast, or subnet-directed broadcast), but it had no built-in scheduler. 
However, we were able to bypass this limitation in MC-WOL through the use of Windows Task 
Scheduler and simple batch files. Unfortunately, since most of the WoL utilities did not have command 
line functionality, we were only able to accomplish this with MC-WOL and SoftPerfect’s Network 
Scanner. With the other WoL applications, if they did not have a built-in scheduling feature, turning on 
computers at a specific time was not possible.  

WakeMeOnLAN was able to successfully send magic packets using subnet directed broadcasts, and 
had the option to use the NetBIOS protocol to scan for computers on other subnets. It could also generate 
an HTML report of IPs, computer names, and MAC addresses, which was particularly useful for creating 
a list of IPs and MAC addresses on the network. Like MC-WOL, it did allow us to specify how the magic 
packets were sent, though it did not have a built-in scheduler or command line functionality.  

Using MC-WOL, we attempted to sent a magic packet using the broadcast MAC address 
(ff:ff:ff:ff:ff:ff) in order to turn on all of the computers at once. However, though this packet showed up as 
a proper WoL packet in both Wireshark and WoL Packet Sniffer, none of the computers would turn on 
when we sent this particular packet to them. This may have been due to improper switch configuration or 
limitations in WoL itself, but it requires further testing for us to be sure. 
 
Security and Subnet Limitations 

Initially, we had difficulty sending Wake-on-LAN messages across subnets, as the default WoL 
implementation does not allow it. However, sending the magic packets as unicast messages seemed to 
work, though after a few minutes of being off, the computers would stop responding to these unicast 
messages. This was likely due to the ARP cache table, though it could also be attributed to the MAC 
address table used by the switches. It is possible to extend the timer for both of these tables, but this could 
cause additional issues in some networks. 

Rather than extending these timers, we opted to implement subnet directed broadcasts. However, in 
order to use subnet directed broadcasts without opening the network to a DDoS attack such as the Smurf 
attack, we implemented access control lists on the routers. Doing this limits the subnet directed broadcasts 
to those from specific computers, and also specifies the protocol and port that are to be forwarded (thus 
further limiting the security risks). For Cisco routers, the specific configuration instructions can be found 
on their website (“Catalyst Layer 3 Switch,” 2007). 
 
MAC Address Necessity 

As mentioned in the literature review section of this paper, a magic packet is a broadcast frame that 
contains six bytes of all 255 (ff:ff:ff:ff:ff:ff in hexadecimal) followed by sixteen repetitions of the 
destination computer’s MAC address (“Wake-on-LAN Technology,” 2006). Without the destination 
computer’s MAC address, WoL will not work. Obtaining this MAC address for all computers in a large 
scale network can be difficult, particularly if there are multiple subnets. For our testbed, we used the 
MAC address resolution feature in SoftPerfect’s Network Scanner. It automatically attempts to resolve 
MAC addresses through ARP, NetBios, and Router SNMP MIB (Simple Network Management Protocol 
Management Information Base) queries, and was able to remotely retrieve the MAC address from all 
computers in our testbed. 
 
General Observations 

With the abundance of free WoL utilities, there is no reason for organizations not to implement it for 
its benefits in energy conservation and network administration. Magic packets can easily be sent across 
subnets by configuring routers to use IP directed broadcasts, and the security issues can be minimized by 
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implementing access control lists. Also, scheduling WoL could be particularly useful for universities, as it 
could allow administrators to turn on computers every morning before class/work starts.  
 
FUTURE RESEARCH 
 

Though this testbed provided some answers for network administrators interested in implementing 
WoL in large networks, there are still many related areas for future research. Some of these areas include: 
determining specific energy savings in a particular setting, creating a more robust software tool that 
includes all desired functions, analyzing the pros and cons of WoL with mobile devices, and analyzing the 
potential benefits and issues with wake-on-Wireless-LAN (WoWLAN).  

Wake-on-Wireless-LAN and WoL with mobile devices could be particularly interesting areas of 
research, as computing has moved more and more toward mobile devices. According to one survey, 81% 
of global executives use a mobile device, and it was estimated that 75% of the US workforce would go 
mobile by 2011 (Friedman J and Hoffman D.V. 2008). However, since mobile devices typically have 
very conservative power settings, it would be interesting to see how much energy could actually be saved 
(if any) by using WoWLAN and other energy conservation strategies.  
 
CONCLUSION 
 

Though WoL is a relatively mature technology, many organizations do not implement it due to some 
of its limitations. In this paper, we discussed these limitations and implemented a simple testbed 
attempting to solve these problems. Our testbed shows that these limitations can be overcome fairly easily 
with proper router and host configuration. Moreover, the implementation of WoL need not be 
prohibitively expensive considering the range of freely available tools. This implies that interested 
network administrators can easily adapt the ideas presented in this paper to their own specific scenarios.  
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