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The study investigates the long-run and dynamic relationships between energy consumption and output in 
Australia using a multivariate cointegration and causality framework. Using both Engle-Granger and 
Johansen cointegration approaches, the study finds that energy consumption and real Gross Domestic 
Product are cointegrated. The Granger causality tests suggest bidirectional Granger causality between 
energy consumption and real GDP, and Granger endogeineity in the system. Since the energy sector 
largely contributes to carbon emissions in Australia, we suggest that direct measures to reduce carbon by 
putting constraints on the energy consumption would pose significant economic costs for the Australian 
economy. 
 
INTRODUCTION 
 

In recent years, the issues on the relationships between energy consumption and output have garnered 
interest due to the consensus on reducing greenhouse gases (GHGs) emissions to combat global warming. 
Among the various GHGs implicated, carbon dioxide emissions account for more than three quarters of 
total anthropogenic GHGs emissions. These have grown at a rapid rate since pre-industrial times, leading 
to an increase in global average air and ocean temperatures and a rise in sea levels (IPCC, 2007a, 2007b; 
McKibbin & Wilcoxen, 2002). These exacerbations in climatic conditions are linked to population and 
plants by a variety of negative consequences (Garnaut, 2008; Pickering & Owen, 1997; Stern, 2008; 
Wills, 2006). In fact, GHGs emissions are largely attributed to the use of energy necessary to produce 
goods and services, as well as to act as a final good for end-users. Any measures to reduce GHGs, 
therefore, pose implications for economic growth, via the linkages with energy consumption. 

In Australia, the energy sector, comprising of stationary energy, transport and fugitive emissions, 
contributed to about 70% of total emissions in 2006, rising from about 52% in 1990 (Department of 
Climate Change, 2008). Energy related emissions in the country increased by about 40% from 1990 to 
2006, whereas a substantial decline (about 71%) in non-energy emissions like land use, land use change 
and forestry occurred during this period (Department of Climate Change, 2008). Australia is a top per 
capita GHGs emitter in the world as attributed to its high-energy consumption, as well as its reliance upon 
the fossil fuel as energy source.  Its per capita energy use increased from, on average, 3726.8 kilotonnes 
(kt) of oil equivalent during 1965–70 to 5694.6 kt of oil equivalent during 2001–05 (Table 1). The 
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proportion of fossil fuel energy consumption increased gradually from 89.8% in 1965–70 to 94.1% in 
2001–05, and there was a reduction of the ratio of clean energy production to total energy use during 
1996–05 from the previous periods (Table 1). 
 

TABLE 1 
ENERGY CONSUMPTION IN AUSTRALIA 

 

  

Energy 
use per 
capita  

Fossil fuel 
energy 
consumption 

Clean 
energy 
production  

Electricity 
production 
from coal 
sources  

  
kg of oil 
equivalent   (% of total) 

(% of total 
energy use) (% of total) 

1965–70 3726.8 89.8 1.5 75.2 
1971–75 4229.2 91.7 1.9 70.9 
1976–80 4675.7 92.7 1.8 70.9 
1981–85 4725.8 93.0 1.6 72.6 
1986–90 4912.1 93.8 1.6 76.3 
1991–95 5152.1 94.0 1.6 77.7 
1996–-00 5660.8 93.9 1.4 78.8 
2001–05 5694.6 94.1 1.3 77.7 
Source: World Bank (2009) 

 
On the other hand, the historical alignment of energy and output/income is very high in Australia. 

Figure 1 shows the five-year averages of the growth rate of its Gross Domestic Product (GDP) and energy 
use over the period 1965 to 2005. As seen in Figure 1, both GDP and energy use growth remained 
perfectly aligned from 1965 to 1980, along with the veracity that growth rate energy use outpaced the 
growth of the GDP in the 1980s. Since 1980, while growth in energy consumption has reduced, it moved 
with the changes in economic activities quite closely. 
 

FIGURE 1 
GROWTH RATE OF GDP AND ENERGY CONSUMPTION 

 

 
Source: World Bank, 2009 

 
The carbon exposure of the energy sources and the energy intensity of the economy is a great concern 

for Australia in the context of formulating domestic policies on emissions reduction. This is because any 
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policy to reduce emissions would hurt the ongoing pace of economic growth through its impact on energy 
consumption because of the carbon intensity of the energy sector. Nonetheless, the potential impact of 
emissions reduction policies can be different depending on the direction of causality and dynamics 
between energy and output in short- and long-run. As for example, in the case where energy consumption 
is found to stimulate economic growth, it can be argued that measures to reduce emissions that directly 
affect energy consumption (conservation) would hurt economic growth. Conversely, if the direction of 
causality runs from GDP to energy consumption, then direct measures of emissions reduction through 
energy conservation may be implemented with little or no adverse impacts on economic growth. In 
essence, it is important to go beyond the simple knowledge that energy and output are interrelated but to 
understand the direction of causality between them in the both short- and long-run. The policy implication 
of such analysis is that its helps to understand the predicted impacts of the various energy conservation 
and emission reductions policies on economic activities. 

The purpose of this study is to investigate long-run and dynamic causal relationship in Australia, 
using the multivariate cointegration approach. Given the growing concerns over the negative impacts of 
GHGs emissions and global consensus on the issue, it has now become a priority agenda for leading 
economies to implement domestic targets on emissions reduction. The findings of the study will be 
relevant to a number of countries, which are developing emissions reduction policies, but are concerned 
about the tradeoffs between energy and output. 
relationship between energy consumption and GDP/GNP (Gross National Product), and provided a rich 
set of perspectives and insights; but they failed to provide unanimous results (Belloumi, 2009; Jobert & 
Karanfil, 2007). We provide a more detailed review of the literature for different countries in the next 
section. 

In the case of Australia, only three studies broadly covered the issues, however, they failed to provide 
unanimous results. Fatai, Oxley and Scrimgeour (2004) suggest the existence of unidirectional causality 
running from real GDP to energy consumptions. Narayan and Smyth (2005) find the evidence of a long-
run (cointegrated) relationship between electricity consumption, employment, and real income in 
Australia, where a long-run causality runs from employment and real income to electricity consumption. 
On the other hand, Narayan and Prasad (2008) find the evidence of unidirectional causality from 
electricity consumption to real GDP in Australia. While the studies in the context of Australia mainly rely 
on a bivariate framework to study the long-run relationship and Granger causality, this study applies a 
multivariate procedure to reduce the problems of omitted variables (Akinlo, 2008; Ghali & El-Sakka, 
2004; Stern & Cleveland, 2004). 

It is suggested that bivariate tests of causality can produce misleading results because of the 
substitution effects that may take place between energy and other inputs of production, such as capital 
(Ghali & El-Sakka, 2004; Stern, 2000; Stern & Cleveland, 2004). Moreover, capital investment seems to 
play an important role during the process of economic upliftment (Jobert & Karanfil, 2007). Energy 
conservative policies may also stimulate fixed investment through the installation of energy efficient 
machinery (Thompson & Taylor, 1995). Accordingly, this study investigates the causal relationship 
between energy consumption and  real GDP, controlling for possible affects of gross fixed capital 
formation as a proxy of capital accumulation (as used by Soytas & Sari, 2009; Soytas, Sari, & Ewing, 
2007), and to capture the effects of omitted variables. 

Therefore, given the contradictory results on the causal relationship between energy consumption and 
income in Australia, this study can be considered as complementary, where the new part of the study 
introduces capital accumulation in the model. In addition, this study added data for the recent periods, 
which would be beneficial in respect of new energy/environment policies. Furthermore, both Engle-
Granger (Engle & Granger, 1987) and Johansen’s (Johansen, 1991, 1995) methods are applied to explore 
the long-run relationship(s) in a multivariate framework. Finally, in order to perform a more 
comprehensive analysis on the direction of causality, Granger causality was examined through three 
different channels (short-run, long-run, and overall system) using vector error correction (VEC) models. 
As a result of these advantages, this study provides a unique set of perspectives and insights and 
contributes to the growing body of literature on this subject. 
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The organization of the paper is as follows: the next section presents the review of literature; section 3 
incorporates descriptions on the methodology and data; section 4 provides analyses and findings of the 
study; and section 5 explains the conclusions and policy implications. 
 
REVIEW OF LITERATURE 
 

In the literature, we can find cointegration and Granger causality analyses on the relationship between 
energy consumption and income/output, but with considerable variations in results. A cointegration test 
can analyse the existence of a long-run relationship but fails to discover the direction of causality. 
Therefore, testing for both cointegration and Granger causality is important from policy perspective. Four 
forms of hypotheses have been identified: (a) unidirectional causality from energy to income/output; (b) 
unidirectional causality from income/output to energy; (c) bidirectional causality; and (d) no causality. 
The existence of a unidirectional causality from energy to income/output suggests that energy 
conservative polices may adversely impact income/output. On the other hand, existence of unidirectional 
causality from income/output to energy infers that energy conservation policies would be undertaken 
without any adverse impacts on income/output. Existence of bidirectional causality suggests that an 
economic system exhibits feedback, therefore, shocks to energy consumption would have direct negative 
impacts on income/output and feedback impact on its own. Finally, existence of no causality suggests that 
energy (income/output) shocks are neutral to income/output (energy). 

Kraft and Kraft (1978) accomplished the pioneering work on the causal relationship between energy 
and income. The Granger causality tests on a bivariate model for the United States (US) for the period 
1947 to 1974 suggest evidence of unidirectional causality running from GNP to energy consumption. 
Unidirectional causality from GDP to energy is also found in Fatai, Oxley and Scrimgeour (2004) for 
New Zealand and Australia; the same was found by Lise and Van Montfort (2007) and Erdal, Erdal, and 
Esengün (2008) for Turkey; Chiou-Wei, Chen, and Zhu (2008) for the Philippines and Singapore; Akinlo 

, Zhao, & Hu, (2008) for China. 
On the other hand, unidirectional causality from energy consumption to GDP was found in Stern 

(2000) for the US; Soytas and Sari (2003) for Turkey, France, Germany, and Japan; Fatai, Oxley and 
Scrimgeour (2004) for India and Indonesia; and Belloumi (2009) for Tunisia. Bidirectional causality has 
also been reported by Fatai, Oxley and Scrimgeour (2004) for Thailand and the Philippines; Ghali and El-
Sakka (2004) for Canada; Lee and Chang (2005) for Taiwan; Chiou-Wei, Chen, and Zhu (2008) for 
Malaysia and Indonesia; and Akinlo (2008) for Gambia, Ghana, and Senegal. 

Some studies also found existence of no causality between the variables, supporting the view of 
neutrality hypothesis (see, for instance, Jobert and Karanfil (2007) for Turkey, and Chiou-Wei, Chen, and 
Zhu (2008) for the US, South Korea, and Thailand). Table 2 summarizes some of the recent time series 
studies on energy consumption and income for different countries. As can be observed from Table 1, 
several differences exist with respect to the direction of causality as described above. 

Jobert and Karanfil (2007) wrote an excellent review of the existing literature and suggest that the 
conflicting results are due to differences in methodology and sample period. Karanfil (2009) illustrated 
the differences in empirical results on causality between energy and economic growth for India, Turkey, 
and the US, and supports the view that estimation results are highly sensitive to the methodology used 
and the time period considered. Erdal, Erdal, and Esengün (2008) identified the sample period as an 
important factor because of the transformation of an economy during the development process. 

From the literature review, it is observed that the direction of causality between energy and income 
varies with respect to time, space, and methodology. There is merit in the application of alternative 
methodologies and the use of recent available data in the face of formulating new policies. 
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TABLE 2 
OVERVIEW OF SOME TIME SERIES STUDIES ON ENERGY USE AND INCOME 

Author(s) Country Period Methods 
Results 

Cointegration Granger 
causality 

Stern (2000) USA 1948–
94 

Multivariate 
VECM  

 EC to GDP 

Fatai, Oxley and 
Scrimgeour 
(2004) 

Australia, 
New Zealand 
and 4 Asian 
countries  

1960–
99 

Cointegration & 
Granger causality 
 

for Australia 
No, for New 
Zealand 

GDP to EC, for 
Australia and 
New Zealand  
 

Ghali and El-
Sakka (2004) 

Canada  1961–
97 

Multivariate 
VECM 
 

 
  

Bidirectional 

Narayan and 
Smyth (2005) 

Australia  1966–
99 

VECM  Income to ELC  

Jobert and 
Karanfil (2007)  

Turkey 1960–
03 

Cointegration & 
Granger causality  

No  No causality 

Lise and Van 
Montfort (2007) 

Turkey 1970–
03 

VECM  
 

GDP to energy 

Akinlo (2008) 11 Sub-
Saharan 
countries 

1980–
03 

Cointegration & 
Granger causality 
 

 
 

Bidirectional(3);  
GDP to EC (3);  
No causality (5)  

Chiou-Wei, 
Chen, and Zhu 
(2008)  

USA and nine 
newly 
industrialized 
countries in 
Asia  

1954–
06 

Linear & 
nonlinear Granger 
causality  

Mixed results 
for other 
countries 

No causality for 
USA; Mixed 
results for other 
countries 

Erdal, Erdal, and 
Esengün (2008) 

Turkey  1970–
06 

Cointegration & 
Granger causality 
 

 Bidirectional 

Narayan and 
Prasad (2008) 

30 OECD 
countries 
including 
Australia 

1960–
02 
 

Bootstrap 
approach  

- ELC to GDP (8) 
GDP to ELC (6) 

Zhao, & Hu, 
(2008) 

China  1963–
05 

Cointegration, 
VECM & Granger 
causality 

 GDP to EC in 
the short run 

Belloumi (2009) Tunisia  1971–
04 

VECM   Bidirectional in 
long-run; EC to 
GDP in short-
run  

Notes: EC and ELC represent final energy consumption electricity consumption, respectively. Number in a 
parenthesis is the number of countries in the category. VECM stands for Vector Error Correction Model. 
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METHODOLOGY 
 
Variables and Data 

One problem regarding the pair wise Granger causality test is that it can produce misleading results 
when both series are caused by a common third variable. To solve this problem, we applied a multivariate 
approach so that the true relationship between energy consumption and real GDP could be investigated. 
Specifically, our model consists of three variables; total energy consumption (eg), real GDP (yr), and 
capital accumulation (ks). As mentioned in the introduction, gross fixed capital formation is a reliable 
proxy for capital accumulation. 

All variables are in the form of natural logarithm; therefore, their first differences approximate the 
growth rates. The annual model is estimated with time series data spanning from 1965 to 2006. The 
annual time series data were collected from the Australian Bureau of Statistics (ABS) and World 
Development Indicators CD ROM 2009 (World Bank, 2009). Data for the GDP chain price index and the 
gross fixed capital formation were collected from the ABS, while data for total energy consumption was 
collected from the World Bank (2009). 
 
Properties of Data and Granger Causality 

A major shortcoming of the early literature on causality test between income and energy relationship 
is the failure to capture the stationary property of data (Ghali & El-Sakka, 2004; D. Stern & Cleveland, 
2004). This is important because Granger causality implies that the test cannot be performed in case of 
non-stationary series. A series is called non-stationary if its distribution shifts over time. Accordingly, if a 
non-stationary series needs to be differenced d times in order to find a stationary form; the series is called 
integrated of order d, that is, I (d). While non-stationary series have to be differenced to find a stationary 
series, a major problem of differencing is the loss of information regarding series levels. Engle and 
Granger (1987) devised a way to run a model with non-stationary variables in level form, popularly 
known as the error correction model. 

Engle and Granger (1987) postulated that a linear combination of two or more non-stationary series 
might be stationary if they have the same order of integration. Furthermore, if such a linear combination 
exits, the series are cointegrated implying long-run relationships. Following Granger (1988) and Engle 
and Granger (1987), VEC specifications for the set variables in this study can be written as follows: 
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In equations (1) to (3), the parameters v1 , v2, and v3 represent the adjustment coefficients, and  t-1 are 
the cointegration vectors derived from the long-run relationships (in level). Using the VEC models, 
Granger causality tests between the variables can be investigated by three different channels: 
(i) A Wald coefficient test or joint F-test applied to the coefficients of each explanatory variable. For 

example, to investigate whether causality (short-run) runs from energy consumption to GDP, we 
test the null hypotheses whether 11 = 11 =…. = 1p =0. 

(ii) Statistical significance of lagged error correction terms to investigate the long-run causality. 
(iii) A joint F-test or Wald coefficient test applied jointly to the sum of the lagged dynamic terms and 

lagged error correction terms to investigate the Granger endogeneity or system causality. 
 
 

(1)

(2)

(3)
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ANALYSIS AND FINDINGS 
 
Unit Root Test 

Given the importance of the stationary property of data for identifying the causal relationship, three 
different tests are applied to find robust results. These tests are Augmented Dicky-Fuller (ADF), Dicky-
Fuller GLS (DF-GLS), and Phillips-Perron (PP). The DF-GLS test is implemented along with the 
conventional DF, as the former performs better in the case of small sample sizes and power (Elliott, 
Thomas, & Stock, 1996). The null hypothesis for all tests indicates that the series has a unit root (non-
stationary) in the level forms. We applied the Akaike Information Criterion (AIC) (Akaike, 1969) to 
select the lag structure for the ADF and DF-GLS, while the bandwidth for the PP test was selected with 
the Newey-West Bartlett Kernel. Six was chosen as the maximum lag length. 

Table 3 reports the unit root test results for the variables, together with the optimal lag lengths 
reported in the parentheses. The battery of unit root tests presented in the table almost unanimously 
indicates that all the variables are non-stationary in level (with and without trend) and stationary in the 
first difference form. This indicates that the integration of the variables in the study is of order one, e.g. I 
(1). 
 

TABLE 3 
UNIT ROOT TEST RESULTS 

Variables 
ADF DFGLS  PP 

Level First 
difference 

Level First 
difference 

Level First 
difference 

  yr -2.59 (0) -5.95* (0)  1.09(2) -2.44^(1) -2.57 -5.95* 
  eg -2.98 (1) -8.37* (0)  0.62(3) -2.03^(2) -3.12 -8.23* 
  ks -1.72 (0) -6.01* (0) 2.14(0) -5.29*(0) -1.89 -6.14* 
Note: each test uses an intercept and trend when they are significant. *,^, and ˜ denote 
significance at the 1%,  5% and 10% critical levels, respectively.  

 
Cointegration Tests 

The stationary properties of the variables allow us to exploit the information content of the data in 
level form using cointegration theory. Cointegration theory suggests that a linear combination of two or 
more non-stationary series would be stationary (Engle & Granger, 1987). If this is the case, then a long 
run relationship among the variables can be established. This further leads to the conclusion that causality 
exits among the variables, even though the direction of causality is not precisely determined. 

Testing a linear combination of two or more non-stationary series involves running a regression 
equation in level and then checking whether the residual is stationary. The estimation of the long run 
relationships (t-statistics in the parenthesis) are: 
 

  (4) 

   (2.35)     (18.87)         (13.82)             

                                                                                     (5) 
 (-0.59)  (18.87)          (-6.88)  

            (6) 

   (-4.27)   (-6.89)       (13.82)      
 

Equations (4) to (6), it represent the estimated residuals from the equilibrium regressions. Now, we 
test whether the estimated residuals from the estimated equations are stationary or not. For this purpose, 
we use the Dickey-Fuller (DF) unit root tests (Enders, 2004). The actual it is not observable; therefore, it 

tttt ksegyr 139.074.016.0

tttt ksyreg 240.022.105.0

tttt yregks 314.216.160.0
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will be inappropriate to use the usual DF critical values to measure the significance levels of the estimated 
coefficients. We follow Mackinnon’s (1991) Response Surface Estimation procedure to find the critical 
values for the cointegration test. 

The DF test results indicate that the estimated residuals from all three equations are stationary at the 
10% level. As the null for the DF test is no cointegration, it is not possible to reject the hypothesis that the 
variables are not cointegrated (Engle & Granger, 1987). It can now be concluded that that cointegrating 
relationship(s) of the order (1,1) exist among the set of variables in the study. 

One problem with the above Engle and Granger (1987) method of the cointegration test is that it 
ignores the possibility of the existence of two or more cointegration vectors. This is particularly important 
as the model involves more than two variables. To explore this possibility, we employ Johansen’s (1988, 
1995) procedures to check whether the above results regarding cointegration from Engle and Granger 
(1987) are consistent with the Johansen method. 

In the Johansen cointegration test, the presence and number of cointegration vector(s) is identified 
using two different likelihood ratio tests – one is based on trace statistics and the other on maximum 
eigenvalue. However, before going to the cointegration test, it is necessary to run an unrestricted VAR 
(vector autoregression) to determine the maximum lag length because the Johansen approach is sensitive 
to the lag length. A maximum lag length of four in the estimated VAR suggests that the residual in the 
model is out of any serial correlation. We then apply a number of lag length criterion, such as a LR test 
statistic (LR), a final prediction error (FPE), Akaike information criterion (AIC), Schwarz information 
criterion (SIC), and Hannan-Quinn information criterion (HQ) through the unrestricted VAR to determine 
the optimal leg length for the Johansen cointegration test. All criterions unanimously suggest no lag for 
the cointegration test. As there is no priory to include trend in the long-run equation, and given the visual 
plot of the data, we only allow a linear trend in data but intercept (no trend) in the long-run equation and 
the VAR. 

As shown in Table 4, both trace and maximum eigenvalue statistics indicate the presence of one 
cointegrating equation at the 5% level. 

 
TABLE 4 

COINTEGRATION TEST RESULTS 

Trace 
Ho Eigenvalue Statistic 5% Critical Value Prob.** 

   r = 0 *  0.83  94.32  35.19  0.00 
r   0.30  19.55  20.26  0.06 
r   0.11  4.83  9.16  0.30 

Maximum Eigenvalue 
Ho Eigenvalue Statistic 5% Critical Value Prob.** 

   r = 0 *  0.83 74.77  22.30  0.00 
r   0.30  14.72  15.89  0.08 
r   0.11  4.83  9.16  0.30 

Trace test indicates one cointegrating equation at the 5% level 
Max-eigenvalue test indicates one cointegrating equation at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon (1999) p-values 

Granger Causality Tests 
While the cointegration results suggest a long-run relationship, they do not indicate the direction of 

causality. Therefore, Granger causality test between yr and eg is performed in equations (1) to (3), where 
t-1= yrt-1-0.16-0.74egt-1-0.39kst-1 is the normalized long-run relationship to yr. Note that in the 

cointegration system, one variable does not Granger cause another if the lagged value of the first 
difference form of the former does not enter in the error correction model of the latter. For example, eg 
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does not Granger cause yr, if the lagged value eg does not enter equation (1). Before testing the 
Granger causality, it is necessary to perform a number of diagnostic tests to validate standard 
assumptions. Serial correlation LM tests assert no serial correlation in the residual and CUSUM 
(Cumulative Sum of Recursive Residuals) and CUSUM square tests validate the parameter stability. The 
optimal lags are chosen based on minimum AIC. The CUSUM and CUSUM Squares test results reported 
in Figures 2, 3 and 4 suggest that the stability of the parameters is not rejected for all three equations. 
Finally, the existence of Granger causality can be tested using a Wald coefficient test. Table 5 reports the 
Granger causality test results. 
 

FIGURE 2 
CUSUM AND CUSUM SQUARE TESTS FOR EQUATION 1 

FIGURE 3 
CUSUM AND CUSUM SQUARE TESTS FOR EQUATION 2 

 
FIGURE 4 

CUSUM AND CUSUM SQUARE TESTS FOR EQUATION 3 
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TABLE 5 
TEST OF GRANGER CAUSALITY 

 

Equation 
Short-run  Long-run    

    Error correction EC DGP EC EG EC GCF 

F-statistics   T-statistics  Joint F-statistics  

1 - 3.53b 3.17b  -0.44a - 4.02b 4.75b 

2 4.57a - 5.14b  0.28c 4.20b - 8.27a 

3 2.97b 0.68 -  1.30a 4.45b 4.76b - 
Note: superscripts a, b and c denote significance at 1%, 5% and 10% critical level respectively. 

 
Some important observations can be made from the estimation results. First, error correction terms 

are significant in all three equations, suggesting convergence to long-run equilibrium whenever there is a 
deviation from the cointegrating relationship. Second, there is significant short-run bidirectional causality 
between energy consumption and output in Australia. Regarding the short-run Granger causality between 
energy consumption and capital formation energy consumption does not Granger cause capital formation, 
but capital formation Granger causes energy consumption. 

The error correction terms in equations 1 and 3 equations are significant at the 1% level, while the 
error correction term in equation 2 is significant at the 10% level. Finally, the joint significance of the 
sum of the lags of the explanatory variable and the error-correction term are used to test the overall 
causality in the system. Testing the joint significance of the lagged dynamic terms of an explanatory 
variable and error-correction term is considered a strong endogeneity test as it is more restrictive than a 
single variable. Test results suggest the existence of Granger endogeneity. As such, bidirectional Granger 
causality runs between energy consumption and real GDP in Australia in both short- and long-run. 
 
CONCLUSION AND POLICY IMPLICATION 
 

This study investigated the linkages between energy consumption and output/income in Australia 
using multivariate cointegration and causality analyses during the period of 1965–2006. Empirically, 
while many of the earlier studies have investigated the relationship, the results are at best mixed. 
Moreover, there are few studies in the Australian context and the majority use a bivariate framework to 
explore cointegration and Granger causality. None of them considered capital accumulation as a control 
variable. 

Based on the prediction that both energy consumption and capital formation play important roles in 
the economic upliftment process, and given the possibility that energy policy may also affect procurement 
of energy efficient machinery, the study controls for gross fixed capital formation. The study also used the 
latest available data and employs two alternative methods to explore the long-run relationships between 
energy consumption and real GDP. VEC models investigated the direction of causality through three 
different channels: short-run, long-run, and overall system. 

The cointegration analysis in the study shows that energy consumption and real GDP are cointegrated 
and a bidirectional causality exists between energy consumption and real GDP in Australia in the long-
run. Results from the VEC models suggest the existence of bidirectional causality between energy 
consumption and real GDP in Australia in both the short- and long-run. While there is a strong evidence 
of long-run causality between energy consumption and capital accumulation, energy consumption does 
not Granger cause capital accumulation, but capital accumulation Granger causes energy consumption in 
the short-run. Tests for the joint significance of the lagged dynamic terms of an explanatory variable and 
error-correction terms suggested the existence of Granger endogeneity in the system. 
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Being a high per capita carbon dioxide emitter, as well as prevailing hot and dry weather conditions 
and enduring vulnerability to climate variation, Australia has great interest in emissions control at both 
national and global levels. However, carbon emissions are largely attributed to energy consumption. 
Given the long-run relationship and the direction of causality between energy consumption and real GDP, 
as found in this study, drastic measures of carbon reductions by placing constraints on the energy sector 
seem to pose significant economic costs for the Australian economy. 

In a country like Australia, where energy consumption appears to be an important determinant of 
long-run growth, direct measures to reduce carbon from energy related sources pose a significant threat to 
the country’s economic growth. Presently, the fossil fuel energy consumption accounts for about 95% of 
the total energy consumption in Australia, and coal alone accounts for about 80% of the total electricity 
production (World Bank, 2009). Conversely, clean energy consumption is only 1% of total energy 
consumption. It is, therefore, necessary to focus on the diversification of energy sources, particularly 
towards the clean energy sources (natural gas, nuclear power, solar, and wind) to attain the target of 
carbon reduction while maintaining a sustainable output growth. 
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