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While excellent reviews of educational methods are available (e.g. Dunlosky, Rawson, Marsh, Nathan, & Willingham, 2013; Pashler et al., 2007; Rohrer & Pashler, 2010; Weinstein, McDermott, & Roediger, 2010), the contribution of the present paper is to distinguish between actions that can be taken by individual students or instructors (e.g. using flashcards) from those that require institutional action (e.g. reducing class size). In addition, we include both learning and completion effects where available. Our review of the literature found that small class sizes, repeated testing, and the use of full-time faculty are associated with improved outcomes.

INTRODUCTION

In response to public criticism of the quality of college education (e.g. Arum & Roksa, 2011; Bennett & Wilezol, 2013), the Association to Advance Collegiate Schools of Business - International (AACSB) and other accreditors have increased their emphasis on assessing student outcomes (Lynn Johnson, 2012; Koppel & Hollister, 2009; Kuh, Jankowski, Ikenberry, & Kinzie, 2014; Maki, 2012). Universities are expected to define what we are trying to teach, measure how well our students are learning these things, and “close the loop” by going back and adjusting curriculum to address any weaknesses. Presumably, measurable improvements in learning and student success will follow, completing a cycle in the continuous improvement model.

However, intuitively appealing educational interventions can be ineffective (Pashler, McDaniel, Rohrer, & Bjork, 2008) or even counterproductive (Forsyth, Lawrence, Burnette, & Baumeister, 2007), and if we are to make strides toward continuous improvement, we must first take care to consider the evidence in order to decide which measures are likely to bring about positive change.

Purpose—Do No Harm

Before committing resources to an intervention, it seems appropriate to examine the evidence in favor of that intervention. We borrow our working definition of evidence-based education from the literature on evidence-based management: The systematic use of the best available evidence to improve practice” (Reay, Berta, & Kohn, 2009, p. 5). “It seems reasonable to expect that those preparing students for society and the world of work would themselves take an evidence-based approach to their teaching.” (Klimoski &
An ill-considered decision can cause real harm, either by wasting resources on an unproven and ineffective method, or worse, by reducing student learning or likelihood of completion.

Finding evidence upon which to base recommendations can be less than straightforward. As in any field, one study’s findings might conflict with another, or the generalizability of a set of findings might be in doubt (Kvernbekk, 2011). In addition, the field of education has not been uniformly welcoming of an evidence-based approach, with the result that many important questions may have gone untested (Cook, 2002; Cooper, Levin, & Campbell, 2009). The framework that follows will allow us to consider the quality of evidence in evaluating the effect of various interventions on student learning.

**Procedure**

To determine popular interventions at the postsecondary level, we started with the practice guide *Organizing Instruction and Study to Improve Student Learning* (Pashler et al., 2007) This document is posted on the website of the Institute of Education Sciences What Works Clearinghouse. The guide recommends practices that have a demonstrable and positive effect on student learning. Research in K-12 learning is far more plentiful than research in postsecondary. The authors of the practice guide acknowledge that “Although the findings described here are probably as pertinent to college instruction as to lower grades, our most direct concern in producing this guide has been education from 3rd through 12th grade (Pashler et al., 2007, p. 3)” Recommendations supported by are: (1) Space learning over time; (2) Interleave worked example solutions and problem-solving exercises; (3) Combine graphics with verbal descriptions; (4) Connect and integrate abstract and concrete representations of concepts; (5) Use quizzing to promote learning; (6) Help students allocate study time (support for this was weak) and (7) Ask deep questions.

To round out our review of interventions covered in the What Works Clearinghouse, we added topics (such as classroom flipping) that are new and popular in the higher education press, and more perennial issues (such as class size) that have become contentious as appropriations to higher education have decreased.

**Inclusion Criteria**

Studies were included if they were published in scholarly journals and had postsecondary students as learners. We sought out studies that met the guidelines of the highest quality of evidence. For example, observational studies were excluded unless no relevant controlled study was available. To denote the quality of evidence, we used Reay and associates’ six-level framework:

- **Level 1**: Large scale randomized, controlled trials (RCTs) or meta-analyses
- **Level 2**: Evidence from small sample RCTs, systematic literature reviews
- **Level 3**: Retrospective case control studies, prospective cohort studies, multisite observational studies
- **Level 4**: Small sample, single site observational studies
- **Level 5**: Descriptive studies, case studies
- **Level 6**: Expert opinion, anecdotal evidence. (2009, p. 9)

**Refinement of Categories**

With the introduction of college completion into the discussion, tensions have arisen between credential-granting and student learning (Friedel, Thornton, D’Amico, & Katsinas, 2013; Humphreys, 2012). Sufficient headcount is necessary for a school’s financial health, and examining completion rates can highlight programmatic bottlenecks. A single-minded focus on retention and completion, however, can lead to a “student as customer” mindset (Laing & Laing, 2011), where challenging coursework is
watered down, cheating goes unpunished, and student learning suffers. For this reason, we examine effects on student learning and completion rates separately.

In addition, we distinguish classroom interventions (such as quizzes) and structural interventions (such as class size). The former may be employed by individual faculty members, while the latter are controlled by the institution.

Limitations of Available Evidence

While the randomized, controlled, double blind study provides the highest quality of evidence (D’Agostino & Kwan, 1995; Reay et al., 2009), generating such evidence on educational practices is not as straightforward as one might hope. Randomization in particular can present ethical and operational difficulties. For example, studies of online learning can be thwarted by student participants dropping their randomly-assigned sections and re-enrolling in the sections they prefer. Other types of studies should not be completely ignored, and may be useful if they are well controlled and interpreted with caution (D’Agostino & Kwan, 1995; Slavin, 2008).

RESULTS

Institutional Level

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Effect on Learning</th>
<th>Effect on Completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limiting class size</td>
<td>Positive. Increased class size is associated with decreased student academic performance. The optimal class size appears to be between 10 and 15, while the point at which learning begins to deteriorate is between 10 and 25. The point of no return, beyond which increasing the number of students does little additional harm to learning, is in the range of 26 to 100 (Bandiera, Larcinese, &amp; Rasul, 2010; C. M. Campbell, Jimenez, &amp; Cruz Paul, 2013; Cuseo, 2007; De Paola &amp; Scoppa, 2011; I. Johnson, 2010; Kokkelenberg, Dillon, &amp; Christy, 2008). Level: 3</td>
<td>Positive. Increases in student-faculty ratios account for over three-quarters of the decrease in completion rates relative to the 1970s (Bound, Lovenheim, &amp; Turner, 2010). Level: 3</td>
</tr>
<tr>
<td>Using full time faculty</td>
<td>Mostly positive. Contingent faculty on average spend significantly less time preparing for class and advising students (Umbach, 2008) and assign significantly higher grades (I. Johnson, 2011), which may reflect a more forgiving grading scale. Contingent instructors typically rely on high student evaluations for contract renewal, and may not have departmental support to hold</td>
<td>Positive. As exposure to part-time faculty increases, retention (Eagan &amp; Jaeger, 2008; Jaeger &amp; Eagan, 2011), graduation rates (Ehrenberg &amp; Zhang, 2005) and likelihood of transfer (Kevin Eagan &amp; Jaeger, 2009) decrease. However one study found no significant in the field of business (E. P. Bettinger &amp; Long, 2010). This may reflect the type of adjunct; business schools often use working professionals. Other departments</td>
</tr>
</tbody>
</table>
students to high standards. This is not to put any blame on contingent faculty; rather, the institutional support and incentives for contingent faculty are different from those for full time faculty. One recent study at Northwestern, however, found that students of non tenure track instructors enjoyed improved learning outcomes (Figlio, Schapiro, & Soter, 2013).

| Level: 3 |

| often rely on “freeway flyers,” who are patching together several part-time jobs at various institutions. |

<table>
<thead>
<tr>
<th>Intrusive advising/coaching</th>
<th>Positive. In one study, students required to meet with academic mentors achieved higher grades in the same classes compared to students who were not assigned mentors (Sandner, 2013).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level: 3</td>
<td>Positive. A randomized trial of the coaching services provided by InsideTrack showed that completion rates were four percent higher in the treatment group. (E. Bettinger &amp; Baker, 2011)</td>
</tr>
<tr>
<td>Level: 2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>First year student success programs</th>
<th>Ineffective. The higher grades observed among participants in first year success courses (e.g. Cho &amp; Karp, 2012) appear to be due to self-selection variables (Pike, Hansen, &amp; Lin, 2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level: 3</td>
<td>Ineffective. A study of the Opening Doors program, using random assignment, found that the program did not improve students’ graduation rates. Four years after the start of the study, around seven percent of both the program and control group students had earned a degree or a certificate (Weiss, Brock, Sommo, Rudd, &amp; Turner, 2011).</td>
</tr>
<tr>
<td>Level: 2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supplementing with intelligent tutoring systems</th>
<th>Promising. Experiments in intelligent tutoring systems have shown significant improvements in learning (Ghee Ming, Chai, &amp; Maskell, 2010; Philippe, 2013).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown, but judicious use of intelligent tutoring systems might free up instructors for more numerous and smaller class sections.</td>
<td></td>
</tr>
<tr>
<td>Level: 2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flipping the classroom. A flipped classroom is one where students absorb the basic material outside of class, and then do an active assignment under the instructor's guidance.</th>
<th>Mixed to ineffective. Enthusiastic commentary abounds (e.g. Bergmann, 2012; Berrett, 2012), but there is little randomized research that compares learning outcomes (Bishop, 2013). Studies can be confounded by other variables such as simultaneous tightening of admissions standards (e.g. Moravec, Williams, Aguilar-Roca, &amp; O’Dowd, 2010).</th>
</tr>
</thead>
<tbody>
<tr>
<td>One dissertation study found</td>
<td>Unknown.</td>
</tr>
</tbody>
</table>
worse grades and less confidence in a “flipped” math class compared to a traditional course (Strayer, 2007). Another showed no clear benefit of a flipped classroom, and increased off-task behavior (Johnson & Renner, 2012). Researchers at Harvey Mudd College are currently working on a more rigorous and nuanced study of flipping, including determining the conditions under which flipping is more or less effective (Lape, Levy, & Yong, 2014).

Moving full-semester classes online
Negative. Despite a Department of Education report favorable to online courses (U.S. Department of Education, 2010), the effects of putting full semester courses online are negative (Jaggars & Bailey, 2010). A multisite observational study (Level 3) found a “robust negative impact of online course taking” for both English and math courses (Xu & Jaggars, 2011, p. 360).

Instructor Level
The interventions below can be employed by individual instructors, independent of institutional policy.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Effect on Learning</th>
<th>Effect on Completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacing out learning over time.</td>
<td>Positive. Inserting a time interval between quizzes or practice sessions on the same material has long been known to have a beneficial effect on learning (Ebbinghaus, Ruger, &amp; Bussenius, 1913). The “spacing effect” appears to increase both the amount of material learned and the length of time it is retained. This recommendation is included in the Practice Guide. (Dunlosky et al., 2013; Pashler et al., 2008; Pashler, Zarow, &amp; Triplett, 2003; Pavlik &amp; Anderson, 2008; Taylor &amp; Rohrer, 2010).</td>
<td>Unknown</td>
</tr>
<tr>
<td>Interleaving reading with working problems.</td>
<td>Positive. Alternating between reading worked solutions and working out solutions on one’s own has been shown to be effective in mathematics and science classes. This recommendation is included in the Practice Guide.</td>
<td>Unknown</td>
</tr>
<tr>
<td>Recommendation</td>
<td>Effectiveness</td>
<td>Details</td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Combining graphics with verbal descriptions</td>
<td>Positive</td>
<td>This has been shown to be effective for mathematics and science instruction. This recommendation is included in the Practice Guide.</td>
</tr>
<tr>
<td>Integrating abstract and concrete representations</td>
<td>Positive</td>
<td>While students may appreciate concrete examples, without the underlying theory students have trouble generalizing an idea. Both abstract and concrete examples help students understand and generalize. This has been tested mainly in mathematics instruction. (De Bock, Deprez, Van Dooren, Roelens, &amp; Verschaffel, 2011; Kaminski, Sloutsky, &amp; Heckler, 2008). This recommendation is included in the Practice Guide.</td>
</tr>
<tr>
<td>Incorporating frequent retrieval tasks such as quizzes</td>
<td>Positive</td>
<td>Retrieving information from memory with quizzes or flashcards, rather than just studying or rereading material, improves retention of material. (Butler, 2010; Dunlosky et al., 2013; Karpicke &amp; Blunt, 2011; Pashler et al., 2008; Roediger &amp; Karpicke, 2006; Vaughn &amp; Rawson, 2011; Weinstein et al., 2010). This recommendation is included in the Practice Guide.</td>
</tr>
<tr>
<td>Introducing “deep” questions</td>
<td>Positive</td>
<td>In the Practice Guide, the authors note that the evidence supporting this practice is strongly supported and applicable over a wide range of subjects. “Deep” questions are of the type “why, why-not, how, what-if, how does X compare to Y, and what is the evidence for X?” (Pashler et al., 2007, p. 29)</td>
</tr>
<tr>
<td>Teaching to students’ unique learning style</td>
<td>Ineffective</td>
<td>A systematic review of studies attempting to validate the learning styles approach found little to no evidence supporting this approach. There is no evidence that teaching a given subject using an individual's preferred style results in improved learning. (Pashler et al., 2008).</td>
</tr>
<tr>
<td>Bolstering student self-esteem</td>
<td>Negative</td>
<td>Compared to a similar control group, D and F students who received self-esteem-building messages had significantly decreased academic performance (Forsyth et al., 2007).</td>
</tr>
</tbody>
</table>

**RECOMMENDATIONS**

**Learning Research is Not for Amateurs**

It is important to remember that homegrown assessment is not “level one” research. Before deciding that something works in the classroom because it seems right or feels good, it is imperative to search for valid studies. Faculty members are specialists in their own fields, but they do not necessarily have
expertise in psychometrics or assessment. Thus, results derived from homegrown assessment efforts will generally fall quite low on the scale of rigor of evidence.

Assessment may be viewed as similar to the diagnostic work physicians perform (Klimoski & Amos, 2012). The evidence based approach to medicine requires the physician to seek the best cure (intervention) from all of the evidence available, and to then use judgment and experience decide whether and how to implement it. Practicing physicians are not necessarily medical researchers, but they are expected to keep up with current research in their respective fields. Similarly, an evidence based approach to continuous improvement would require administrators and educators to seek the best way to improve student learning (intervention) from all of the evidence available. Rarely would that intervention be identified and supported by homegrown assessment activities alone.

**Use a Value Added Approach**

Less-selective institutions will always find themselves at a disadvantage in measures of student and alumni outcomes unless incoming student ability is taken into account (Higher Education Research Inst, 2003). The “value added” approach appears to be gaining momentum (e.g.HCM Strategists, 2012; Liu, 2011; Thomas, 2010). This approach insures that institutions are not punished for having inclusive admissions policies.

The relationship between cognitive ability and academic performance is strong and intractable. The SAT, widely used for college admissions, predicts both grades and later career outcomes (DeAngelo, Franke, Hurtado, Pryor, & Tran, 2011). The SAT and similar tests are closely correlated with other measures of cognitive aptitude (Roediger & Karpicke, 2006), which remains the single best predictor of academic performance (Hambrick & Meinz, 2011; Kaufman, Reynolds, Liu, Kaufman, & McGrew, 2012).

Attempts to level the playing field through remedial or developmental education have had very limited success. Randomized studies show little or no measurable effect on performance (e.g.Wagner, 2011), or at best, small gains for a high cost (Melguizo, Bos, & Prather, 2011). Remediation “might promote early persistence in college, but it does not necessarily help students on the margin of passing the placement cutoff make long-term progress toward earning a degree.” (Calacgno & Long, 2008, p. 1) A large scale observational study concluded that remedial education, despite its high cost, improved neither academic nor labor market outcomes (Martorell & McFarlin Jr, 2011).

The optimal time for remediation appears to be in early childhood (F. A. Campbell et al., 2012; Muennig et al., 2011). The gap between children of affluent families and those of poor families is measurable well before age 2 (Taylor & Rohrer, 2010), indicating that efforts to catch up the children of less affluent families may need to begin in infancy; college remediation efforts, however well-intentioned, come far too late.

**Conclusion**

An evidence based approach to closing the loop requires us to study the relevant literature in search of rigorous evidence identifying and supporting such interventions, and to base our decisions on that evidence. Indeed, the literature does support a number of interventions that are good candidates for improving student learning.

The use of an evidence based approach should help to minimize inappropriate and/or ineffective interventions by reducing the likelihood of changes being made based solely on single-entity assessment data (which does not rank very high in quality of evidence) and by leading educators toward a more scientific approach. Perhaps one of the most damaging forces in education today is the pervasive pressure to “just change something!” when in fact the most appropriate position may very well be “first, do no harm.”
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